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FOREWORD

This is the Final Report under Contract F19628-81-C-0039 with the
Meteorology Division, Air Force Geophysics Laboratory. The contract
extended from December 1, 1980 to November 30, 1981.

The report consists of narrative descriptions of work accomplished
during the contract period and two technical papers reporting research
achievements. Work which was reported on previously (in Scientific Re-
port No. 1) is referenced in the appropriate place but is not repeated.

The contract called for effort in five discrete areas, reported

upon in the monthly R&D Status Reports under these headings:

Numerical Weather Prediccion
Mesoscale Forecasting
Satellite Meteorology
McIDAS Operation and Enhancement
Radar Meteorology

This Final Report is organized similarly.

Personnel associated with these areas at any time during the contract

were:

Numerical Weather Prediction - Donald C. Norquist, M.S.
Isidore M. Halberstam, Ph.D.
Shu~Lin Tung, M.S.
Chris Johnson, B.S.
Joan-Marie Freni, B.A.

Mesoscale Forecasting - Joan M. Ward, A.B.
Maureen F. Hampton, B.A.
Russell C. Dengel, B.S.
Gail A. Dengel, M.S.
Randy Schechter, M.S.
Charles F. Ivaldi, Jr., B.S.
Michael E. Niedzielski, B.S.
Scott D. Hamilton

Satellite Meteorology - Gail A. Dengel, M.S.
Robert P. d'Entremont, B.S.

Michael E. Niedzielski, B.S.




McIDAS Operation and - John M. Powers, B.A.

E .
nhancement Barry A. Marelro
Gail A. Dengel, M.S.
Radar Meteorology - F. Ian Harris, Ph.D.

Chen~-Hung Chang, M.S.
Glenn R. Smythe, M.S.
Principal Investigator was Alan M. Gerlach, Ph.D.

Subcontracts with Harris Corporation Computer Systems Division and
Perkin-Elmer Customer Service Division provided on-site maintenance ser-
vices for the McIDAS and Weather Radar Data Processing System respectively.

Reporis were prepared by the scientists, engineers, and mathemati-

cians identified in the Table of Contents with their technical reports.
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SECTION 1.

NUMERICAL WEATHER PREDICTION




A. A STUDY OF THE PHYSICAL AND SPECTRAL CHARACTERISTICS OF GLOBAL

MOISTURE DISTRIBUTION

I. Introduction

Forecasting atmospheric moisture distributions and reqgions and inten-
sities of precipitation remains one of the leading problems in numerical
weather prediction. While parameterizations of large-scale and cumulus-
scale precipitation within the models have received much of the blame tour
forecast inadeguacies, a factor which cannot be overlooked but which has
recetvest too little attention 1s the preparation of the initial moisture
HETU IR

Yoo vt the current moilsture analysis schemes used to support oper-
il models are simply univariate offshoots of the analysis procedures
tor the othevr mass field parameters. Little attention is given to the
similarities or differences that may exist between moisture and other
mass fleld distributions. That the moisture analysis 1is as important to
the forecast as the model itself has been shown by Phillips (1978)l among
others. He interchanged moisture analyses in the same model with substan-
tially different precipitation forecast results.

Another potential area for problems is the use of relative humidity
instead of absolute humidity (the variable carried in most models) as the
analyzed quantity. In this study we have taken a first step toward ad-
dressing the particular problem of moisture analyses. Taking both a sum-
mer and a winter synoptic case, we have studied the global distribution
of moisture from two perspectives. First, using observed data from the
First GARP Global Experiment (F‘GGE)2 of the Global Atmospheric Research
Program (GARP), global plots were subjectively analyzed to facilitate an
examination of the fields in physical space. Second, using Hough analyses
from FGGE as first-quess fields and performing successive corrections on
them using the observations, representations of the observed fields at
grid points were constructed for spectral analyses of the fields. This

report compares the results of the mass and motion fields with the moisture

1. Phillips, N. A., 1978: A test of finer resolution. Office Note 171,
National Meteorological Centex, National Weather Service, NOAA.

2. Obtained from Department of the Air Force, OL-A, USAF Environmental
Technical Applications Center (MAC), Federal Building, Asheville,
NC 28801.
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{ field, identifying similarities and differences, to determine the need

for a separate analysis scheme for moisture.
II. Construction and Comparison of Observed Fields

Two synoptic times were chosen for the extraction of data from FGGF
data tapes: January 15, 1978 at OOGMT (referred to as JAN), and July 20,
1978 at OOGMT (JUL). These dates were chosen only because they allowed
the greatest ease in extracting data from available tapes. Synoptic
cases were chosen rather than a time-average of a longer period of obser-
’ vations because of the objective to improve analyses for instantaneous
forecast models, not climate prediction models. However, it is obviously
desirable to identify typical similarities and differences between the
fields for an analysis scheme usable for all synoptic situations. The
preferred method would be to anralyze many synoptic events sepaiat and
then average the statistics, especially in the spectral analysc.. .cea
this is only a preliminary study, it is not claimed that the rel: -
ships discovered are totally representative of typical relations, 2~ 1
tween the various meteorological fields. However, many of the relation~
ships discovered in this study would be expected to hold up in such an
L expanded study.

' In extracting the data from the FGGE tapes a cutoff time of # two
hours was used. Only upper-air (radiosonde) data were used for this
study. In addition, only observations which satisfied the horizontal
and vertical quality control checks were used. Once each data set was

extracted, individual observations which were clearly erroneous were re-

moved — an average of about two observations for each parameter per man-
p datory pressure level. The resulting data values were plotted on large
mercator projection maps and were hand-analyzed. Examples of these maps

are shown in Figs. la-1., Such maps were prepared for both JUL and JAN cases

and for the parameters T (temperature, OK) and gq (specific humidity, g/kg)
for all mandatory levels between the surface and 300 mb, for Z (geopoten-
. tial height, gpm) at 500 mb, and mean sea level (MSL) pressure. While all
of the resulting maps were studied, further discussions in this report
will concentrate on the 850 mb and 500 mb levels.

Because of the relative sparsity of data in the Southern Hemisphere
and over all oceans except possibly the North Atlantic, no strong argu-

ments can be made for the accuracy of the contours drawn in these regions.
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(Contours were not drawn to fit data values which appeared suspect when
compared with surrounding values.) Therefore, our discussions of physical
fields will focus on the Northern Hemisphere and primarily over and near
the continents. Because of the low spatial resolution inherent in such
a representation, only comparisons in the average and large-scale eddy
domains can be made. No attempt is made to identify small-scale similar-
ities or differences in these physical space representations.
Climatologically, the zonally averaged moisture is a maximum at the
equator and decreases monotonically toward the poles (Oort and Rasmusson,
1971).3 This is reflected in the cases represented here. Of greater
interest, however, are the departures from the zonal mean which may re-
sult from (1) land masses and (2) disturbances in the zonal mean flow.
The former can be accounted for by climatological studies of moisture
distribution. A product of one such study is shown, in Fig. 2, where

4 . . . .
Peixoto (1970)  plots the time-averaged vertically integrated precipit-

able water w el 1o torms of the time-averaged specitic humidity o as
~ -1 300 mb ~
Aoa f q dp ()
sfc
where g is the acceleration due to gravity and p is pressure. By remov-

ing the zonal mean at cach latitude from both the time-averaged field

and any synoptic field, one can compare the maynitude of the departure
from the zonal mean due entirely to the land masses with that due to ed-
dies which appear in the chosen synoptic case. For example, when the

JAN g field was used for the synoptic field, the two sources of departures
from the zonal mean were found to be of the same order of magnitude. Cal-
culations using g data for a station at 43.720 N and 65.250 W (near the
moisture maximum associated with the northwest Atlantic storm) indicated

a departure of 2.3 x 10 kg m—2 in precipitable water from the zonal aver-
age for JAN at 45O N computed from (ressman corrected g fields (explained

in Section III). This largest eddy departure is compared to the largest

3. Oort, A. H., and E. M. Rasmusson, 1971: Atmospheric Circulation
Statistics. NOAA Prof. Pap. No. 5 (NTIS-72-50295). 323 pp.

4. Peixoto, J. P., 1970: Water vapor balance of the atmosphere from five
years of hemispheric data. Nordic Hydrol., 2, 120-138.
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departure from the zonal mean of the time-averaged values on Fig. 2 (over
the Sahara) of -1.8 x 10 kg m~2 (where the time-averaged zonal mean was
computed from Oort and Rasmusson for 30O N, yearly average).

Considering both contributions, we see perturbations in the zonally
averaged moisture field for both dates. Identifying cyclonic systems
from the MSL pressure map, we see disturbances over the west and east
coasts of the U.S., eastern Europe, and off the east coast of Asia for

JAN. In all four cases the moisture contours on the 850 mb diagram are

Faa. 2 Tolar stercographic map of vertically integrated time mean pre-
cipi&dble water W for the period May 1, 1958 —rApril 30, 1963, Units
tfor W are x 10 kg m (from Rosen et al., 14797; taken originally from

Peixoto, 1970).

5. Rosen, R. D., O. A. Salstein, and J. F. Peixoto, 1979: vVariability
in the annual flelds of large-scale atmospheric water vapor trans-
port, Mon. Wea. Rev., 107, 26-37,
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pushed northward ahead of the surface low and southward behind it. This
is also true of the major circulations which appear on the JUL MSL pres-
sure map. The "Bermuda High" centered in the Atlantic is pushing moist-
ure into the central U.S., while the somewhat weaker cyclonic circula-
tion over the Persian Gulf area is advecting moist air into central China
and dry air into the eastern Mediterranean. This correlation between flow
perturbations and moisture perturbations is also evident at 500 mb, al-
though less so because of the smaller moisture values at this level.

The temperature advection patterns are at least as clearly seen as 4
those of moisture. Positive departures trom the zonal mean exist where
southerly flow occurs and negative departures exist in regions of nortner-
ly flow. This is the nature of the eddies, as they act to offset the

pole-equator temperature gradient which is primarily responsible for tneir

origin and maintenance. Thus the large scale eddies bring cold, drv air
equatorward and warm, moist air poleward. The correlation between warm
and moist areas and dry and cold areas in the midlatitudes is clear in
the figures.

An explanation should be given as to why specific humidity was used
in the study rather than relative humidity. Initially, maps such as those
in Fig. 1 were prepared for relative humidity in the same manner as for
the other parameters. It was seen immediately that relative humidity
observations showed a high deyree of spatial irregularity — pockets of
high humidity were often located next to pockets of low humidityv at all
levels. Such a discontinuous field is very difficult to analyze subjec-
tively, and the ability of any objective analysis scheme to replicate
such a highly irregular field is questionable. The specific humidity was
somewhat more irregular than other fields but was more continuous spatially

than relative humidity and therefore was used in this study.
III. Construction and Comparison of Analyzed Fields

To compare more closely the scales of variation in the moisture fields
with those of the other parameters, it was necessary to obtain representa-
tions of the observed values on a regqular grid. This could be done through
a direct interpolation of the observations onto grid points, but any choice
of interpolation would act to modify the spectral character of the field.
Because this study concentrates on characteristics of observed fields, it

is important to construct an analysis field whicu is most representative

24
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of the observations. The Flattery analyses in the Level 111 FGGE data
set2 include the biases of this particular analysis scheme (e.g., a trun-
cation at 15° longitude wavelendth) and vannot be said to be the most
representative of the datu., This {fact was demonstrated by Chu and
Parrish (1977)6 when they showed that a simplc scheme that transfers data
to rid points resulted in a humidity field that better represented ob-
servations than the Flattery analysis (described by Cooley, 19747) for

a case over the eastern 'S, The method chosen for this study used the
Flattery analyses as !tirst-guess tlelds, thoen observations were used to
correct the fleld 1n successive scans followinge directly (in a univariate
manner) the well-known scheme developed by Cressman (1959)8. The sar.c

number of scans, scan radil, and distance weighting function given by

Xkl

Cressman were used in this study. v
Upon completion of the Cressman correction fields, both the original

tield (Fi3) and the courrected field (CFG) were interpolated bilinearly to

the observation locations for . comparison with the observed values (0OB). ¢

The following root mean square error quantities were then calculated tor
. N N
each field: i 2] ¢t 2
ac ¢ 2 (CFG. - OB)) 2 2 (re. - OB))
S ESt N e B EE U S
CFoG N ! k\F'G N

S8t st A o S, sl

Iy

where N ig the number of observaticns used in cach field for correction
of the first guess. The wuantity l—(RCFG/RFG) can then be used as a
measure of how much impact the observations had in correcting the first
guess field; the closer to unity, the more the corrected field is like

the observed field. Values for this quantity are given in Table 1.

After their construction, the corrected fields were plotted on a
mercator projection map in order to compare their gross features with

the subjective analysis maps. The figures for ¢' and v', departures from \

6. Chu, R., and D. Parrish, 1977: Humidity analyses for operational pre-
diction models at the National Meteorological Center. Office Note
140, National Meteorological Center, NWS, NOAA. P

7 Cooley, D. S., 1974: A description of the Flattery global analysis i
method - No. 1. Tech. Proc. Bul. No. 105, NWS, NOAA.

8. (ressman, G., 1959: An operational objective analysis system. Mon.
Wea. Rev., ﬁz, 367-374,
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zonal averages, are included 1in
turbation mentioned earlier are

tor those areas from the naps.

Fias. Ja-«d. The st Vool molsture per-
seen, and a Correlation with v ois clear

TABLE 1. FORMULATION OF CRESSMAN-CORRECTEL PPy

1715 78 DT

LJuantity No. ot Obs. 1—(by! B .ot Ubs, l—(Rng/RFG)
T SiC 2079 OGN BT S Laluy
T 1000 354 . 53700 L9 .57463
15 GOl L2833 [ 30135
Y] 459 027 LD . 38066
I »How 621 L 20505 G444 .25932

400 508 . 35490 PR . 36523
o300 57 . 39409 24 . 39354
R RS ENY L50520 290 .59354
REER 534 .45764 006 . 50569

o el . 303845 526 . 30987

300 531 48644 554 .46568
oodoo G2 LB L7 434 .11443
RIS 324 R R N 126 .41211
boMSLL 2079 V220058 2258 . 23681
4D00 615 L2480 619 . 32142
U 350 764 31467 3] 32220
500 678 L2104 742 12747
Vod5a 764 L 337043 e 3] . 34187
Vo500 678 25073 T42 .24275

The corrected
spherical harmonic
was calculated for

algoritim was used

tfields were

expanslons,

analyzed spectrally using both zonal and

The departure trom *‘he zonal average A'

N O . - R )
cach 2.5 latitude and a fast Fouriler transtform (FFT)

to obtain the

contfficients

’

bm of the expansion of

cach ruant ity Ay
M

At (/:)'f\) = Z

m=1

a
m

() sin m“) (2)

(d (3) cos my + b
m m

where ¢ is latitude, ' longitude, m is the zonal wave number out to

m - 72 in this case (note that
zonal mean was removed) .,  Next,
calculated trom

! (i)
m

m = 0 1z identically zero becausc the

the normalized zonal powey ! () was
'

m=1

Thus the fractional contributions m OVl all wave nambers tor o jartic-

ular latitude should add up to

unity. Pigs. da-d show the normalized

26
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power plotted vs. wave number for both the Flattery analysis (i.’L3) fields
and the observation-corrected fields for temperature and specific humidity
for JUL. This spectrum was calculated using the average of the 47.50,
50.00, and 52.5° N latitude values, from which the departure from the zonal
average was calculated and a and bm were obtained. This latitude band
was chosen because it consistently contained the greatest number of ob-
servations, and therefore should be the region of greatest difference be-
tween the VL3 field and the corrected field. As expected, the yreatest

difference appears at wave numbers 25 and greater ecspecially in the tem-

perature, because of the truncation of the Ilattery analysis at wave num-
ber 24. The successive correction procedure puts much of the higher wave ‘

number variation back into the spectra without making much of a change

at lower wave numbers.

Figs. 5a-f illustrate the normalized power of g plotted with that of :a
Yoo
T, u, and v for comparison at this same latitude band for JaN. All of
the plots are highly oscillatory, and some smoothing of this phenomenon
. o E
would no doubt result trom an average of such statistics calculated for i:
a4 group of observations., The lincar correlation coetficient value v is =
detined by ;1
XX, - XX X
172 12 !
r = . (4)
2 =2 2 =21
X - X X - X ,
( 1 1 ) ( 5 5 )

where X. and X are the parameter values being compared (Panofsky and :
2

Brier, 19b8”). It was computed using the normalized power for the two
parameters plotted using only wave numbers one through 32, since values
for greater wave numbers approach the noise level., Such a value gives
some basis for quantitative comparison between T, u, and v as to which

migyht represent the best approximation to the spectral composition of ..
A comparison ot the r values in Table 2 shows that 7 has a much better
correlation with ¢ than do u and v in all cases. Apparently, another

quantity that is advected, in this case temperature, is more closely cor-

related to cpecific humidity than is th. agent responsible for the advece-

tion, namely u and v. Perhaps the greatest contributing factor to this

relationship is the tendency ot both T and 1 tc have the groatect power

9. Panofsky, H. A., and G. W. Brier, 1968: Some Applications of Sta- i
tistics to Meteorology. The Pennsylvania State University, Uni-

versity Park, PA. 24 pp.

iy intttiiialitiin, e




PLWFR

L2FD Pf

HOR AL

~.

Q 850 7/20/78
LVL3
CORRECTED

Y -

7.5° avr ar 50°N

%

)

- - - IR I P B A N BT L4 b PRI R
}_L_,LAA_LAL;J .AA._A._ALA;_L,;_;_;J_anA.L_L:L,LAL;A{,N ’«'-"""n: '_;ﬂ ! o AR RARERES
T oD T .J‘J 3850 6 ¢

[T IR
I TS L SR S B i B 1~ G PR ..3E‘5"‘

wh
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as a function 8f wave number for an average of three latitude values
centered at 50 N, Both LVL3 and corrected field results are plotted.
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fields only are plotted.
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three latitude average centered at 50 N, Values for corrected
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at wave number 2 and then decline more or less steadily with increasing
wave number. The greatest amplitudes in the u and v spectra tended to
be at somewhat larger wave numbers or were distributed over several wave

numbers, This seems to be especially true for v,

TABLE 2. CORRELATION COEFFICIENT VALUES FOR ZONAL SPECTRA.

Pressure Level Date q, T q, 4 q, Vv
850 1/15/78 .93 .64 .31
7/20/78 .97 .42 .12

500 1/15/78 .86 .59 .49
7/20/78 .78 .60 .57

The normalized zonal power spectrum was calculated for all latitudes
and plotted in loqlo form on latitude vs. wave number diagrams as seen in ,i
Figs. 6a-i. The contours represent the fractional contribution of each .
wave number to the total power at each latitude. For example, a point
lying to the left of the -2 contour indicates that that wave number con- ¢
tributes at least 1% of the total power at a particular latitude. 1In ‘
these diagrams, the wave numbers correspond to the number of waves around i
each latitude circle irrespective of convergence of the meridians near b
the poles. Therefore, a particular wave number at high latitudes will
correspond to a wave of shorter length than the same wave number at the
equator by a factor of cos ¢. This is reflected in the fact that in all
diagrams the rate at which the power falls off with wave number increases
toward the poles. The point of comparison should be between diagrams at
particular choices of latitude, and not between latitudes (except for
large departures from the cos ¢ variation) on any one diagram. ;
In comparing the four g diagrams, we see no appreciable variation
of the zonal spectra with height; similarly, no significant variation with

season was observed from the JUL plots (not shown). Aside from the diffoer-

|
{
|
l
ences in latitudinal location of the spikes in the -4 contour, the g and T
diagrams even look quite similar. The spikes indicate latitude bands !

+
where the variation of the guantity is spread out over a greater range of

t

wave numbers and not concentrated so heavily in the lona waves., The spike

. . . o o .
on the T diagram has 1its center on latirudes between O7 and 207 N, while

the ¢ diagram shows two lesser spikes, one in each hemisphere and both

of which seem to change latitude slightly with time .ard height.,  The dia-
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tion summed over m for each latitude should equal unity.
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Fig. 6c. Zonal power spectra in powers of 10 for departures from
zonal mean for 850 mb temperature. The fractional contribution
summed over m for each latitude should equal unity.
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Fig. 6h. Zonal power spectra in powers of 10 for departures from
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grams for Z (500 mb only) show a greater concentration of puwer in low
wave numbers than do g and T. A comparison of the u diagrams with g
shows a tendency of the -2 contour on the u diagram to lie somewhat to
the left of that of the g diagram, especially at middle latitudes in
both hemispheres. This is clearly not the case with the v spectra,
which in some cases show even more wave numbers included in the 1% con-
tribution category than for g. From these qualitative comparisons it can
be tentatively concluded that temperature seems to have a zonal spectrum
most like that of g, where u tends to show slightly more concentration
of power in low wave numbers and v a tendency towards greater contribu-
tions from higher zonal wave numbers.

The total power of the zonal eddies, which is the denominator in Eg.
(3), is plotted along with zonal mean power on a loglo axis as a function
of latitude in Figs. 7a-j. The fields used to obtain these power plots
were the departures from the global mean as defined in Egs. (6) and (7).
Total eddy power for g* is clearly unique in its latitudinal variation
when compared to that of the other parameters. The power remains high
in a broad band of latitudes and falls off at both poles. The width of
this band of high power is areater at 850 mb than at 500 mb for both
dates. At both levels, the total eddy power is greater in the summer
hemisphere than it is in the winter hemisphere. The fact that this pow-
er difference between the seasons is grecater in the Northern Hemisphere
for both levels is probably due to the greater number of observations in
the Northern Hemisphere.

The total eddy power — latitude curves for T* and Z* both show a
bimodal structure with relative minima at the equator and poles and rela-
tive maxima at mid-latitudes. Power due to zonal eddies is greater in
the winter hemisphere, as one would expect from looking at weather maps,
but as such it is just opposite from the moisture variance. As in the
case of the total eddy power for moisture, the wintcer hemisphere-summer
hemisphere difference is greater in the Northern Hemisphere. As expected,
the total power curves for Z* 500 show the same characteristics as the T*
curves,

The fact that the total power of the zonal eddy specific humidity
appears to be greater in the summer hemisphere in contrast to the other

quantities may possibly be explained by the limiting factor of saturation.
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Fig. 74. Total power due to the departures from ths zonal mean (denomin-
ator in Eq. (3)) and power due to the zonal mean (a. (¢)) for 500 mb spe-
cific humidity for JUL. Quantities are calculated grom the departures
from the global mean.
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Fig. 7e. Total power due to the departures from the zonal mean (denomin-
ator in Eq. (3)) and power due to the zonal mean (a_ (¢)) for 850 mb
temperature for JAN. Quantities are calculated from the departures from
the global mean.
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Fig. 7f. Total power due to the departures from the zonal mean (denomin-
ator in Eg. (3)) and power due to the zonal mean (a_ (¢)) for 850 mb
temperature for JUL. Quantities are calculated from the departures from
the global mean.
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tor in Eg. (3)) and power due to the zonal mean (a,. (¢)) for 500 mb geo-
potential height in JAN. Quantities are calculateg from the departures
from the global mean.
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Northern Hemisphere average values, given in Table 3, show that while tem-

perature increases by only about 4 percent between winter and summer, the
saturation specific humidity 9 (which acts as the upper limit for q) in-
creases by 73 percent at 850 mb and 59 percent at 500 mb. Thus, the max-
imum allowable departure from the average is about 2.6 g/kg in the winter
compared to 4.9 g/kg in the summer at 850 mb. The hemispheric average
relativ: humidity, however, for the two cases is about the same, suggest-
ing that this quantity might act as a less severe limit to the departure
from the mean in the winter time. To investigate this, the total eddy
power curves for RH based on the ratio of g to qg were generated and ap- i
pear in Figs. Ba-d. The fact that the winter-summer hemisphere differ-

ence is lessened for RH may indicate that lower temperatures tend to re-

duce the total variance about the zonal mean more for specific humidity
than for relative humidity, which would appear to explain the lower var-

iance for g in the winter hemisphere.

TABLE 3. NORTHERN HEMISPHERE AVERAGES.

-1 o) -1
Level Date q(g kg ) T( K) a (9 kg ) RH
850 1/15/78 5.35852 276.49600 8.00103 .66985 ‘
850 7/20/78 8.95516 288.18456 13.83457 .64730 ,
500 7/20/78 2.13636 267.28384 4.25537 .50204

|
I
500 1/15/78 1.23598 254.71750 2,67001 .46291 i
!
|
|

Following the zonal harmonic analysis, a surface spherical harmonic J ]
analysis was performed on the fields., This was carried out as an expan-

sion ot the departure from the global mean given by

N M
'Y (o, \) = b 3y (anm cos mi + Bnm sin m\) an (sin ¢) (5)

n=|m| m=0

where
*
A (9,0 = A (0.0 - [A] (6)

n/2
‘zf A ($) cos ¢ do (7)
A 72

(»]

N = fn] +n (8) g
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Fig. 8a. Total zonal power for the departures from the zonal average
for the ratio q/q_. Both q and T used in the calculations are the cor-
rected field values.
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Fig. 8b. Total zonal power for the departures from the zonal average for
the ratio q/qs, Both g and T used in the calculations are the corrected
field values.
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for the ratio q/q_. Both g and T used in the calculations are the cor-
rected field values.
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where N represents the number of n modes and is a constant for a particu-
lar trunction, rnm is the associated Legendre function, and A is the zonal
meari,  The expansion in bBq. (5) becomes exact for M, N + «®, but the number
of grid ;oints around latitude and longitude circles sets a maximum limit
of 72, Vrom tre preceding zonal harmonic analyses, it is clear that amp-
litude approaches the noise level at m = 32; so a truncation limit of

M = 32 was chosen. To evaluate the integral in Eg. (7), the global mean

of the jun tity, a Gaussian quadrature integration in the form
2 64
B = T A w (9)
k=1

was used, where w, are the corresponding Gaussian weights. The 2.5O lat-

k
itude values were interpolated linearly to the Gaussian latitudes, the

s

*
juadrature was performed, then the values A were obtained at the Gaussian

*

latitudes using Eg. (6). Once the departure values A were obtained, a vi

Fast Pourier transform was used to evaluate the coefficients Ym and :
. k ]
§  of the expansion }
[
. M [
A (9 A = ¥ ¥y cosmh+ & sin mh (10) e
k =0 m m i
m= k k i 4

!
where k represents the indices of the Gaussian latitudes, and Ym , 6m f1
are given by N k k ﬂ

!

~ m m !

Yooo= oo P () |

S n=|m( i

(11)
N m m
S.o= X B P
k n=|m|

. m
where My = sin ¢k. Using the orthonormality of Pn , we have

1
. m
« o= e T
n -1 k n




These integrals were also evaluated using the Gaussian quadrature tech-
nique. For M = 32 and 64 Gaussian latitudes, the highest order P m that
n

can be integrated exactly is P Therefore N = 63 and N = 31 were

63 °
chosen to complete the rhomboidal truncation of the expansion in Eq. (5).

The forms of the quadrature for Egs. (12) are

n k=1 Ym.k Pro () Wy
(13)

m 64 m
B = ¥ & P ) w..

n k=1 mk n k k

The normalized power Anm was then evaluated in the form
m 2

i @™+ g™?
P — L (14)
n [ml+n M ’

m, 2 m, 2
DDV (T A I

n=[m| m=0

Figs, 9a-1 display the results of the spherical harmonic analyses
for JAN. The guantity n-m represents the number of times a particular
harmonic passes through zero between the two poles; it can thus be
thought of as a sort of meridional wave number. l'or this reason the
logarithm of Anm wae plotted on n-m vs. m diagrams. As in the zonal
spectrum figures, the loqlo values are plotted, so that the -3 contour
refers to 0.1 percent contribution to the total power. As in the case of
the zonal spectra, there is very little variation in the spherical spec-
tra with season or heiht. However, when combvared to the g figqures, the
temperature spectra show a Jgreater concentration of power in low wave num-
bers both zonally and meridionally. More of the total power is contributed
by higher wave numbers in ¢, so that short wave length variations are more
imjortant in the meisture variation than in the temperature variation.
This difference in power distribution is even more evident in the Z 500
figure, especially in the concentration of power in the low zonal wave num-
bers which was seen in the zZonal spectra. The power distribution for u

is characterized by a marked spreading of the power toward higher meridional




31

n-m

*—
s O
O
O
O
o
0
0
g T
i 4+ 1 & 1 4t 1

O 850 1/i5/78
77T 7 rrrrrrrryyYryryYrrryryYrYvVvrvyri1VrrviviyvyrTruiovy
L

1

i I W |

J U . |

o @ Y
Y 0
el 1
o
° o 3 1
® C G s .
s -
QQ, ) (>’ - ¢ L -t
N 9 8
» “ %i
- b R .o \
A 1,l_LJ{ 1 111\u1412‘4 L J A D G T I O O ' 1\
16 32

m
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Fig. 9g. Spherical harmonic analysis for the departures from the
global average. Contour values represent powers of 10 which are
the fractional contribution to the total power by each wave number
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wave numbers and greater concentration of power in low zonal wave numbers.
The v diagrams indicate a somewhat greater spectral spreading in both dir-~
ections than ¢, although less meridionally than u. Also, because of the
very small magnitudes of the zonal average of v, the power contribution
from them =0, n ~m =1, 2, 3, 4, ... wave numbers is very small.

The greater concentration of power in long waves for temperature as
compared with specific humidity is shown yraphically in Fiygs, 10ua-d.
Here, the cumulative fraction of the power contributed by all the compon-
ents that have both n-m and m less than or equal to the value of "wave
number" on the abscissa is plotted against wave number. Thus, for example,
the value plotted on the figure at wave number 2 represents the sum of the
fractional power contributions rrom all wave number combinations such that
both m and n-m are less than or equal to 2. The difference between values
for consecutive wave numbers indicates the fraction contributed by the
larger wave number. Since the analysis was performed on departures from
the global average, there is no wave number zero contribution.

F'rom the diagrams it is evident that while there is little seasonal
or height variation in the power distribution for temperature, there is
a distinct variation with helght in the g curves. Wave numbers 1 and 2
together contribute some 60 - 65 percent of the total power at 850 mb,
but less than 40 percent at 500 mb for both dates. In all cases, it 1is
clear that a greater portion of power is accounted for in the first two
wave numbers for temperature than for . These graphs demonstrate the
error incurred ir 31 rhomboidal truncation at a given wave number. For
example, choosing a wave number 10 truncation in an analysis would be
gquite satisfactory for temperature since in all cases well over 90 per-
cent of the variance would be accounted for. However, this would not be
a satisfactory choice for ¢, since a lesser portion of the variance would
be included. In all cases for both g and T, the wave number 2 contribu-
tion 1s greatest. The cumulative fractional power curves for u and v
(Figs. lla-d) reveal a significantly different picture. The larger contri-
butions are at higher wave numbers and no single wave number is so clearly
dominant as 1s the case in the ¢ and T curves.

Because the fields analyzed spectrally in this study are corrected

Flattery analyses, it is concelvable that some characteristics of the

Flattery analysis procedure may be cvident in the fields. One feature of

y!
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Fig. 10a, Cumulative fractional power for the spherical harmonic analy-
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amount plotted refers to contribution by all wave numbers less than or
equal to the indicated wave number
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Fig. 10c. Cumulative fractional power for the spherical harmonic
analyses. Wave numbers refer to equal values of m and n-m, and
fractional amount plotted refers to contribution by all wave num-
bers less than or equal to the indicated wave number.
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Fig. 10d. Cumulative fractional power for the spherical harmonic
analyses. Wave numbers refer to equal values of m and n-m, and
fractional amount plotted refers to contribution by all wave num-
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Table 4 gives the fractional contributions from several wave number

bands for the four guantities gq, T, u, v. For the lowest wave number
band, the power contribution for u and v is very small compared to T

and 4 850, an? somewhat smaller than the g 500 cases. However, the tables
are turned in the 3-10 wave number band, where the contributions for u

and v are substantially larger. The contributions for g, u, and v are
closer in the highest wave number band. In summary, g is unique in show-
ing much more variation with height than the other three parameters.

There are no ygreat changes in any of the quantities with season, and g
stands quite alone in its distribution of power +ith wave number, lying
somewhere between the high concentration in low numbers for T and the

greater distribution of power from shorter waves for the wind components.

TABLE 4. ©PRACTIONAL CONTRIBUTIONS TO TOTAL POWER IN SPHERICAL HARMONICS

SFECTRUM FROM SLEVERAL WAVE NUMBER BANLS.

DATE LEVEL WAVE NUMBER g T u v
BAND - - a -
1-2 .63 .80 .12 .01
350 3-10 .28 .16 .70 .67
11-20 .07 .03 .16 .28
1/15/78
1-2 .38 .83 .06 .02
500 3-10 .43 .15 .77 .76
11-20 .16 .02 .15 .19
1-2 .65 .83 .11 .05
850 3-10 .22 .13 .66 .70
11-20 .10 .04 .20 .21
7/20/78
1-2 .37 .87 .12 .01
500 3-10 .38 J11 .72 .77
11-20 .21 .02 .14 .19

The preceding discussion lumped zonal and meridional wave num-
ber:s together in discussing spectral composition. It is also of interest
to determine the largest contribution from a single wave number combina-

tion. Table 5 shows the fractional contribution from the n = 2, m = 0O
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wave for each of the quantities. In addition, the maximum values for
any single wave number combination for u and v are given. For g, T, and T
z, these contributions stood out as by far the largest of any wave num-
ber combination. This is expected since it represents the maximum at
the equator and minimum at the poles displayed by the zonal mean of these
quantities. The zonal wind component shows its maximum vower in the n = 4,
m = 0 harmonic, reflecting the dominance of the zonal mean in its varia-
tion betwern westerlies at mid-latitudes and easterlies in the tropics.
Becage < zenal mean 1s so small, v shows its largest power at zonal ) 4
e number 4 for JAN and 6 for JUL, and for the variation passing through

two zeros between the poles.

TABLE 5. FRACTIONAL CONTRIBUTION OF n = 2, m = 0 HARMONIC TO TOTAL POWER. 1

Level Date 9 T Z u v ’
850 1/15/78 .54238 .66164 -_— .10771(.11622) * .00014(.06318) L
500 1/15/78 .29926 . 72589 . 75830 .04684(.14380) .00036(.06103) | d
!50 7/20/78 .40235 .52509 .05337(.06181) .00084(,04251)

500 7/20/78 . 24650 . 59242 .52723 .05083¢(.12871) .00001(.10358) 4

* Values in parentheses for u, v represent the largest contribution from
a single harmonic: for u, in all cases the n = 4, m = O harmonic; for v,
the n - m = 2, m = 4 harmonic for 1/15 and the n - m = 2, m = 6 harmonic
for 7/20.

The correlation coefficient given in Eg, (4) was evaluated between the

fractional spherical harmonic power spectrum values of ¢ and those of T,

u, and v. The results are given in Table 6. The large values for T rela- !
tive to those of 1 and v come about directly from the fact that both a
and T obave rvelatively large fractional contributions at common harmonics
tesvecially n J2,omo - 0) compared to those of u and v. However, the
langer of drawing conclusion~ on the basis of correlations alon. is

seen when one recalls the differences between power distribution of a
and T in the cumulative fractional power curves. What 1s surprising

is that the yreater difference in power distribution between ¢ and T

at 500 mb than at £50 mb ic t indicated at all in the correlation

coefficient values. It appears that the two-dimensional correlation

coefficient values arec heavily influenced by the coincidence of larqge

values at jJust 3 very few components.
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TABLE ¢. CORKELAVION OF ', u, aww v WITH § FOR SPHERICAL HARMONTC STECTRA,
Level Date T u v
350 /15,72 .99 .02 Y
500 1/15/73 .97 L 26 L0
850 7/20/78 .97 L4 Ol
590 7/20/78 .92 .38 Lis
3
For completeness, the values “or total ower oo 1l o1, -
monic analyses are given 1n Table 7. llere, 1 ¢ ors to e ol H ;
lack of change of total power with season which o0 avi tons D0 0t
& < ey oy N Y b - Ny b oy s g . BN . B
four parameters. In all four cases, the greater vaviar « oo S
Northern flemlsphere winter. This mayv result from the et coobe o
observations and therefore ureater corrections to o velor ivol vmnotn ‘
[ 4
Flattery-aniaivzed Tield. While there are more owocry st ror oo 0 ¢
[ ]
Northeri lemi=srhere aiso, this may be particlly ocToct 2o e ooy -
iance o g in the winter herisrhere as seern Trom the oopnd s o i
alyses. ﬁ'
|
TARLE 7. TOTAL POWER FOR SPHEKRICAL HARMONTUS . :
2 .2 N 2 0
Level Datc g (GR) T (7K LM N R ,
S0 1157730 41.,20860 35515677 - LRI I 00 i‘
p 500 1715778 G.17996  207.63161 1531255, 28491 53,07 201,940 1R t
850 7720778 43.22954  249,25714 s — L JOT AL e ;

L 3 -
500 7,/20/78 5.77460 233.3G061  127382,0009% 3k, 10T T 0 2T gl e :

IV. Summary and Conclus:ions

The following is a summary ot the similarities and differences noted
when comparing observed and analyzed global specific humidity fields with
those of temperature, zonal wind comporent, and meridional wind component :
1. In physical space on the synoptic scale there is good correlation be-
tween the q perturbations and T, u, and v perturbations. Warm, moist air
is transported poleward and cold, dry air equatorward by the large-scale

. eddies.

2. The zonal harmonic spectra for g are more similar to those of T than

they are for u and v in that most of the power is contributed by low wave i

number (large scale) waves. The zonal wind appears to be even more re-




stricted to long waves in its power distribution, while the v power seems
to be more spread out over shorter waves,

s, while the total power of the departures from the zonal mean for q
exhiblts a broaa maximum in a band of latitudes about the eyuator, the T
total power shows a minimum at the equator and the poles and relative max-
ima at mid-iatitades, .onal eddy power curves for u and v are decidedly
more monotonic with latitude. In addition, the total zonal perturbution
rower rfor L1sosomwewhat less in the winter nemisphere than in the summer
neraisyher., in direct contrast to T, u, and v. liowevey, total eddy jower
"or relative humidity in the two hemispheres is about the sare.

4. Thne spherical harmonic spectra for 5 are similar to those Jor temier-
ature in having most of thelr power contributed by the zonal mean that

nas a single wave length between the poles (minima at the poles, maxima

4t the equator). The u, v spectra showed maximum power contrilecrad by
saorter waves 1 both directions,

r. However, tnae spherical harmonle power spectram 1or o5 1s legs conoen-
rrated In low o wove numbers thwan 15 that cor 7, but i tot as sy read out
1n Nlgher wave nampers in elther direction an are gl v,

v.ooror a sindle wave number representinag an egual numper o1 soral o waves

g0 eros botween the poles, the o ospectra show o clandrloant iy arcater

concentrarion of power in the -2 wave number bandd ato 350 mbohian at

e, lnla onetgat dlrrereonce was not ovigent in D, ou, Ol

fantltlos Snows mucin varliation in otne power distribution witn season,
in encval, the temrerature and ey oteontial e it oottt Dave
therr power oo hlonly concentratod 1n thne 1ow wave nnmbo: o Lo e foeesd
verresontatlions rey g, e wind components seen to have oo much 1owed
10 hy b wave numbers te pe ropresentative for f. A rosait, itoap e

trat nelther the nass Vield nor the wind components: anaryv=es will acooa-

rately portray the molsture ©ield,
The results o thls study scor ro dnddloate tha! 0 S arato melsare

alialysis scheme 1 reaulved 1n order booaonoerato coosat po aet o n 0

representatlon fter a torccast model tng oo, Pocaise of b ey e St -
tral character ot syecitl: humicdiby, 10 ocms e le tor e g b=
variate analysis for moioture usiieg any o the other o amebens oo

sidoved 1n this ctudy.
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B. THE GENERATION OF HARMONICS FOR ANALYSIS OF METEOROLOGICAL DATA IN THE

VERTICAL AND HORIZONTAL

To prepare meteorological observations as initial conditions for the
proposed AFGL spectral model, sets of orthogonal functions were generated
to act as bases in the analysis and initialization of thue data. The func-
tions are solutions of the Laplace tidal equations whichh are linearized
versions of the equations yoverning the behavior of a riuid in a kasic
state of rest but subject to coriolis forces and linedr pressurc gradients.
The functions used in the meridicnal and zonal directions are the Hough
narmonics which yield Pourier components zonally and Houdh functions meri-
dionally. Th2 vertical direction is handled by a =sc¢t of empirical ortho-
gonal functions (FOF) according to the method of itolmstrom (19632) .

The Hough runctions are derived accoraing to the method discussed by
Kasaitara <l&'/a-,?‘;?‘d)“. Tnree Tunctions are derincd relating to the vele-

clty potential, stream funcelon, and geopotential hei tht, resroctively:

R -
. £ - Z— S { { )
s non
wiere 1= ov=i and are the Ledendre cunctions o SN, WHOrs vo1s

latitude, s is the zonal Index and nois the mertar adl . by usinag

(1) 1 thie basic eruatlons O moOtiosn, One Can Jorive ol Yo nsiohs for Lhe

sot o coctticient s;{f\ }, {I“v }, and {\' } iheve solutions divide Into two
1 1 I
cateaories — syvmmet vl amd oant 1=-ssmmet v, Theo sommetyic mode e o0 s
oniy evers values ot o= ¢ ror A g and add valaes tor B oo anti-
; L s N

T, Fasahova, A, 1976: Normal modes of ultralons wave:: in the atmos; hero
’ ’ H -

Mo, Wea, Rev., 1ud, &69-00i

, 1973 arther stoadie o onoa spectra!l mode) o the jlobal
batotrorie primitive ormations with Hough rmonico oxpansions, (T, Atmos,
Soi., 3h, S0d3=20ny,

(){

- —
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et P Mo ) 'i}]‘.
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H
A Y T b Do !
. . [N \ L . 4 t /‘)
N = o < 5 < N =
-1 -1
- X {
NI ] [ gl 1 wrien .
Vi T, T ‘ beromo o o iU : -oonad ti a_
PRSI R A o s Lo b TTUU e <l oYL v -
Lot At TR T otor o solul tons At sousht . Morce, g Jdirioreont g -
corovich bs oundertoaRen whoreby too ovicinal coraatioons towritten toro® v
Wl S T4 . K N - . H H . H fen ey N SNt T N i
Goand the non=dimensional pe od, ¢ - 0, Under these forditions oo

Q

whiile U7 1s governed by a geostiophlic relationsiiay . The cocfriclents 8
n

O . . . . . : :
and O are then related Ly substituting into the tednoed ¢ juations,  The
n

. . . . O Cs .0 .
ensiing relat ionship involves only eacin B withn < Lol L , leavina
¥ k+l K-1
the other ceoefficients arbitrary. Their selection i1: made =0 as to von-
. . . .o 1
der the entire set orthonormal., By choosing a spectit i, @it all
K

others zero, a set of N vectors can be generatced, then orthonormalized to
qgive lAJi and ;(L) The lowest order gives IAJZ = 0 ror all ., while ,; must
become 1//2 for all u in order to satis’y orthonormality. Solution for
the non-rotational modes (i.e., the ygravitational modes) is straighttor-

ward. The resultinjy expressions for Gg and Gg can be simplified to give
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n
=1
n (4)

where the first order associated Legendre polynomlial is introduced because

of the identity D r? (1-;12)"” = i
1
The poles present special problems for the computation of Gi and Gé
because bu. (2) seems to indicate a sinpyularity when 0 = 21, it close in-
spection, however, Eua. (2) presents no problems when s » 1, because the

N . . L2 .
Legendre unctions starting with ¢ are polynomials at least of ordex 2
] 2 i ¥

-
in i, while the denominator, (l—uz) °, is only first order in H. Since
Pi(tl) = 0 for all s > 0, there is no uestion that ﬁg(tl) = Gg(il) = 0
for all s -~ 1. Wwhen s = 1, the formula

2 2. -
P2 - 20(1-u%) 2t 4 nme) P° = 0
n n n

may be used to derive the limit of ?i(l-uz)_% as u>*1l and hence the values
bl AN
of ﬁ; (1), V{ (1), which will not be zero at the poles. For s = 0, Eq.

() i?diCdtCS that Ug {(t1) = Gi (*1) = Pi (1) = 0, while Eg. (1) indicates
that Z; () % 0, because Pi (*1) 4 0.

Truncation of the sums for the generation of the Hough functions was
always at s + 39. The number of modes calculated was 40: 25 rotational
modes, 8 westward-travelling gravity modes and 7 eastward-travelling modes.
The functions can be calculated for any latitude and stored on disc or tape
for use in the analysis of data. To date, the Hough functions have been
generated for every 2.50 latitude and for 64 Gaussian latitudes. The lat-
ter have been used to test the orthoncrmality of the Hough vectors, which
has been verified to an order of approximately 10_9.

The 2.5O latitude values have also been used in a computer program
which was developed to take wind and height values on a 2.5O latitude-lon-

gitude arid at any number of pressure surfaces in the vertical and calcu-

late the coefficients az K and Bz K in the expansions
. 24 40 12 . 0
G (\,86,p) = IS [a cos (s\) + @& sin (sX)] U_ (sind) F, (p)
$=0 f=1 k-1 = oK Lk s k
(5)
24 40 12 < Ny
v hemp =X I (v , sin (sh) - By | cos (s\)] v (sin6) F, (p)
s=0 %=1 k=1 ' ' k

ot e e ¢ o =
FOEY WRPC VORI R T TR R TC Sy




24 40 12 s
z Mep =X X X [u cos (GA) +

£ sin (s2)] éQ {sin®) I (p)
o . LS 2
520 £=1 k=1 ¥ Lk s k

in which u, v, and Z are the non-dimensionalized wind and height values

related to the actual grid point values u, v, h by

u=uC, V=v/C, 2=h/h
g g o

where Cq = (qho)% and ho is the equivalent height. 7 value of 10 km wa:z
used for ho. The Fk(p) are the EOF's which will be discussed shortly. LUe-
tails on how ai,k and Bi,k were obtained are given in Kuasahara (1976) and
his method was followed exactly except the s = 0 case was included, as was
the vertical dimension. ©Once the coefficlent values were obtained, they
were used in the expansions Eg. (5) to retrieve the values 4, v, and z and
subsequently u, v , h, This analysis procedure was ;erformed on FGGE
Level III (analyzed) data for July 20, 1978 at 00 GMT. The results showed
good agreement with the Level III data; however, no examination of the
nature of the difference in values between the Level III analysis and our
analysis has yet been conducted.

Assimilations with the Hough functions are being tested. Some tests
have already been made using known analytic functions of pu. Initial re-
sults are disappointing. The fact that Hough functions are orthogonal
does not guarantee that they will necessarily define or represent an arbi-
trary function. Obviously, functions which are not identically zero at
the poles will not be accurately portrayed by Hough functions of higher
order. In fact, there are probably many classes of functions which cannot
be represented by even the associated Legendre functions of higher order.
Even for those functions which can be represented, truncation can become a
serious matter, especially for higher values of zonal wavenumber s.

The functions used in the tests included polynomials in W of various
order, exponential functions of u, and sines and cosines of 2nwu. Some were
forced to equal zero at the poles, while some were not. Several were sym-
metric with respect to the equator, while others were antisymmetric and vet
others were asymmetric. When these functions were exjpanded in associated
Legendre functions, tiic representation grew worse as s increased. Also,
results were inevitably worse for odd s than for even s, probably due to

s . , . . .
the fact that Pn is a pure polynomial in U if s is even but contains a fac-
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tor of (l1-u“)‘ if s is odd. When expanding in Hough harmonics, similar R
test functions were employed for u (M), v (4), and h (L) and the resulting

expansions compared with the original values. The errors, in general,

were at leuast of the same order as the expansions in associated Legendre
polynomials with odd s, and usually even higher. Wwith variables normalized
to 1, errors were of the order 10"; - 10—1. Thus expansions in Hough func-
tions could engender severe eryors in portraying “true" meteorolosical
fields.

As an example of Hough analyses, Figs., 12a-d and l3a-d show '@
heiaht ifields and their approximation by Hough series for a symm .
and antli-symmetric function, respectively. The symmetric runction was
chosen to give h = ij—4u6+2p4—5u2+4, u - —L-5 (34h7-24u5+8h3—10u) r (), .

C,
and v = %uJ—Qh\+u, where
(-uhy o, fujeol3 |

L 51 ) -y
S(l-pT) osel3, ujso.3 . g

The representation roy u was taken as a geostrorhic relationship {or extra- j

tropical regions. Notice that the runctions satisty the regquirement that

L bl eh

they be zero at the jpoles. Figs. 12a, b, ¢, and d are for s = 0, 3, 5,

and 6, resrectively, agreement 1s acceptable, with devreasing accuracy

for increasing s. Regions mest affected are near the jpoles and the ejua-
tor. 'The anti-symmetric functions are qgiven by:

bl 1 o)
I 3 > - DS 2 s Y .
h = sin” 2ny + 4 sin 27, 4 = —¢ (G sin” 2m: cos 2%u 4+ 87 cos 2Tl r (L),

v = 4% cos 2mh o~ ;.

5

Hough expansions are shown in Fiys. l3a, b, ¢, ana d for s = 0, 3, 5, ani o

'
respectively. Here, the errors are larger than for the previous case and
the deterioration with increasing s is guite noticeable. 1In fact, besides

an increase in error there 1s also a phase shift, with the analyzed ricges

being displaced to the right and the troughs to the left. The reason for
these errors is unclear. It could be a factor of truncation, inaccurate

inteqgration, or disassociation of the windfield from the height tield. keyp- i

resentation of the same h functions by Legendre functions leads to much closer

e

approximation even for higher s values. This would seem to indict not so

much the truncation, which was the same for both the Legendre and Hough i

‘ functions, but the difficulty in balancing waves ot different freguencies !
E with the Hough functions,

The vertical harmonics, based on EOFs, are calculated separetely for
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each set of data. Given any set of data defining Z (x,y,p), where x and y
are the horizontal variables and p is pressure, it is possible to obtain
a set of EOFs, Fn(p), using the calculus of variations. The first order

EOQF, Fo(p), is simply the average over x and y for a particular p. That is,

1
Fo(p) = 3 J/. Z{x,y,p) dS,
S

where S irdicates the surface area over the entire field of x and y. It is
now nece . wary to consider only the departure rfrom the mean, z(X,v,i)

Zix,y,p) - F _(p). By expanding z such that
o
N
z(x, y, p) = L z (Xx,y) F (p) +xi{x, v, ),
k k

k=1
and minimizing the residual r, we arrive at conditions governing 2, and Fp-
By requiring that these conditions be applied sequentially, and that Fk be

. 2 - . - .
normalized so that J[%k dp = 1, we get the following system of ejuations,

‘W

"ds

—
N
T

}\
—~
N
!
™
—
-
—
r
£
]
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[\
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N
1
N
—
]
[
~
N
[y
jo3
wn
1
T
3%
N
o o

n-1 n-i
1/p (z- £ z F) F dp = 2z, f(z - T zFp oz ds
5 k=1 A k=1

The seqguential nature of the calculation guarantees that the low order values
zk and Fk carry the major portion of the variable z(x,y,p) and higher
values of z, and F will eventually becomc minimal. The Egys. (6) also

guarantee that the sets {Fk} and {zk} are orthogonal in the sense that
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Pl F dp = &) and z z_ds = 0 if k $ 3. '

The components {Zk} and {Fk} can be theoretically solved using Eq. (6),

since for each pair of unknowns  and Zk there are two eguations. Frac- ]

I3 .

. 5 . . i
tically, the equations can only be solved throu:h iteration once an appro-

. i

triate quadrature 1S chosen to represent the integrals. For the surface i

intearal a sim le sum of all joints 1s substituted as an approximatiorn 1

i

¢

to the doulle integral. This means that distribution plays no rcele 1n -t he
Somatatlon,  Areas which are data vold will receive very little woelils .
snbs osort of approximation.  The vertical inteuration is approximated using

2 trygezordal rule so that

J-1
2y 3=1

The actual procedure, then, is to firs. calculate 2 (%, v, p) at all mun-
ijatory pressure levels by taking all observations of 2 (x, y, ), deter-
.
] M . i
mininc © i = — (x Y ) and subtractir b o > A it e
minin 'O(gk) N g;l 2y ey ] ting ¥ “rom Z. An initial
guess for £ 00) 1s then evaluated. In jractice, the ex ression

was used, whern by is the pressure at the lowest level and Py is the jres-
sure at tne topmost level. This first guess was chosen only on the basis
of varying monotonically with height; no consideration was given to its
orthonormality since the subsequent iterations for Fl are always normal-
ized, The first integral in Eg. (6) 1s now approximated to give 2{1),
where the superscrivt indicates thg iteration step. The intearal

M
(1)}. ds is approximated by 2: (1)(x ,y ) 2 and similarly
=1
(1) ! 1)
2z l 45 - 2: z (X ,vy ‘,y Y. The ratio of these will
s =1 : ’ :
: (2) (2
yield Fl (pk) for each k. « dp is evaluated by the trape-
zoidal rule and each F(z)(p ) divided by a7 in order to achieve the rc-

1
. . 2 . . .
quired normalization. The new Ff )(pk) are now re-inserted into the first
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integral and the process repeated. Convergence 1s usually very swift de-
pending, of course, on the convergence criterion,

The drawback with this method is that the vertical modes must be re-
calceulated tor each data set. Also, there 1is little theoretical support
for the calculation ot EOFs, but alternate methods such as the numerical
methods recommended by Kasahara (1951)12 may not be worth the effort.

Qne pessible alternative may be the calcul *ion of vertical EOFs which
are runctiorn ot the mandatory levels only and need not be updated at
cach arnaly: » time. such a method was attempted by Lixon et al. (1972)13
for alli three dimensions with limited successl4.

The status of the current aralysis method may thus be classified as
encouraying but subject to cautious evaluation. The lough analysis does
not represent an arbitrary tield of variables with arc¢at accuracy. But
tiough Tunctions are not chosen as bases because of their accuracy. Their
yrimary use is in damping the growth of unwanted jravity waves. The ques-
tion 1s whether the loss of accuracy in the initial conditions will depre-
crate the forecast more than the gravity nolse. Also, a problem arises
when interpolating data onto a fixed grid system in order to prepare an

analysis.  But this 1s a problem related to data distribution and 13 com-

12. Kasahara, A, and K. turi, 198l: Spectral representation ot three~-di-
mensional alobal data by expansion 1n normal mode @anctions.  Mon.
wea., kev., v, 37-51,

13, Dixon, E., A, spvackman, J. Jones, and A. Prancis, 1972: The alobel
analvsis of meteorological data using orthogonal jolynomial base
functions. J. Atmos. sSci., 29, 609-v22,

14. A comparison of EOF generation ning fixed levels with a seguential

derivation of coefficients of a given function, similar to Holmstrom's
method, is presented in a report by Halberstam ("An Investiaation of
Three Methods for Spectral Representation ot Randomly Distriouted
Data," Scientific Report No, 1, 1981, issued under this contract).
Results show that although EOF generally 'roduce more accurate approx-
imations than sequential derivation, they are very sensitive to spa-
tial distribution of data points. 1In fact, results from EOF were i-
dentical to those produced ‘rom a straightforward matrix inversion
where the known cuantities were given at the observation levels. A
matrix of this form is known to be ill-conditioned because of its
dependency on spatial distribution, and when the matrix sclution
fails, the EO method will fail also.
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mon to all analysis schemes. The vertical analysis has been used opera-
tionally for some time but still has shortcomings. Despite its quick
convergence, the scheme requires updating at each analysis time. This
could become a costly procedure. It also fails to weigh data from data-
poor areas more heavily than data from data-rich areas. some of these
problems can be overcome by adopting certain features from other analysis
schemes such as optimal interpolation. Future research will be yeared
to investigating technigues used by other analysis procedures to overcome

some of the current problems.
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A. MESOSCALE FORECAST EXPERIMENT

I. Introduction

The need for developing interactive aids for formulating short-range
forecasts led to SASC participation in the AFGL Mesoscale Forecast Exper-
iment (MFE). Development of a menu-driven Mesoscale Forecast Facility
(MFF)1 and the forecast experiment conducted with it2 constituted Phase I
of the MFE. This section reports on the follow-on program which contin-
ued research into the kinds of data, displays, and capabilities to be
supplied to interactive facilities (MFE Phase II). More rigorous fore-
casting sessions lasting an entire working day were conducted and only
two predictands, wind and cloud amounts, were forecast. Participation
was limited to six forecasters. Results of the experiment were expected
to lead to development of techniques and software to enhance interactive

forecast facilities.
II. Software Modifications

Software changes were required to modify the MFF (Phase I) program
prior to the start of Phase II forecasting activities. The data file
used to store forecast and skill score information, FCSFIL, had to be
restructured to accommodate changes in the numbers of forecasters, fore-
cast periods, and predictands. Most of the MFF menu was eliminated in
compliance with the Phase I conclusion that displays of conventional and
satellite data could be generated more easily using regular McIDAS com-
mands. The chief forecaster position was eliminated, leading to dele-
tion of another branch of the menu. Predictand selection and review was
also eliminated in the Phase II format. All that remained of the MFF menu
were the forecast entry and interrogation modules, both of which required
rewriting because of changes in the file structure of FCSFIL. Modifica-
tions were also made to the outrut formats of past forecast and skill

score reviews.

1. Gerlach, A. M., (ed), 1980a: Computer-based weather research, AFGL-TR-
80-0069, pp. 49-73.

2. Gerlach, A. M., (ed), 1980b: Development or automated objective meteor-
ological techniques, AFGL-TR-81-0017, pp. 48-51.
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Fig. 1 shows examples of the format used in listing forecasts. The
primary changes involved computation of vector errors for wind forecasts o
and the inclusion of the variable forecast length N, Examples of skill
score reviews for the first two forecast lengths are presented in tig. 2.

Changes for Phase II included elimination of three types of skill scores

which had proved uninformative during Phase I and addition ot two new
scores. Percent correct, AWS (Alr Weather Service) sxill score, and biar
were replaced by RMS (root mean square) error and the Heidke score. P~
score, cumulative P-score, and mean absolute error were retained from

Phase I.
III. Forecast Procedure

During April - May, 1981, six significant weather situations, rang- ;1

ing from an advancing cloud deck to developing sea breezes, were desig-

nated forecast days. Two shifts (morning, afternoon), of three fore- v
casters ecach, were responsible for monitoring and preparing hourly fore-

casts ror each situation. At their disposal were the entire McIDAS now- ;-

casting capability, half-hourly one-mile resolution GOES imagery, the
full McIDAS display and enhancement capability, 02 and 122 LFM Model Lut- é
put Statistics (MOS) torecasts, and 0Z and 12Z LFM products. One-, two-,
and four-~hour forecasts of total cloud amount and wind speed and direction 4
were formulated and entered for Boston and a second station in the north- |

east U.S. chosen according to prevailing conditions. A forecast was also

prepared and entered for a period chosen so as to verifiy on the nearest

MOS forecast valid time. Forecasters were responsible for their individ-

ual forecasts but group discussions were encouraged during the analysis !4

period. The 02 and 1272 MOS forecasts and forecasts based on morning and
afternoon climatology for Boston were entered as controls. An automated
procedure was used the next day to verify the forecasts and calculate
skill scores,.

Bach forecaster selected a specific facet of the interactive fore-
cast facility for concentrated study throughout the experiment. Satel-
lite imagery utilization, new data sources, improved analyses and dis-
plays, and forecast aids were the technical areas chosen, based on indi-

vidual expertise and system capabilities. Advantages and disadvantages

of the current facility were examined, and potential improvements werce

considered.
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FPig. 1. Past Forecast Review.
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IV. Resulting Improvements

4. Satellite Imayery Utilization
Une area of interest was the application of real-time geosta-
tionary satellite imagery to mesoscale forecasting ot cloud cover and
winds., Loops of high resolution imaces were found to Le invaluable in
predicting the motion of cloud systems and in timing the arrival of breaks
and cloud bands at the forecast site. Cumulus growth on several occasions

signaled the development of a sea breeze front in coastal regions where

surface reports were not available. However, two problems with the satal-
lite display capability became immediately evident.

The more serious difficulty was inadequate navigation, or earth
location, of images. Without highly accurate navigation it was impossible,
for example, to judge precisely the distance between the forecast scation
and an advancing cloud edge. Inadequate navigation also resulted in appar-
ent motion of land beneath the clouds. Problems were encountered in at-
tempting to separate actual cloud motion from false motions induced by
navigation error, particularly in cases where no land features were visible
in the images.

To improve navigational accuracy, copies of navigation software
{(both library and load wmodules} were obtained from the :pace Science and
Engineering Center, University of Wisconsin, developers of the McIDAS sys-—
tem., These programs were modified to make them compatible with the AFGL
McIEAS and entered into the system. Thre new naviaatiorn technique is fully
automated, requiring a single key~in and a maximum of 25 seconds of execu-
tion time. This replaces a proceus which reauired approximately fcour hours.
Imagery loops of clearly identifiable land features remain motionless ever
at full resolution, indicating the marked improvement in navigational ac-

curacy.

The second problem noted in using satellite imagery was the oc-
casional degradation in picture contrast. Programs for enhancing the
imagery to produce greater black and white contrast were available, but
tended to be time-consuming and awkward to use., A new nnhancement pro-

. . gram was written which scans the image, determines the maximum and min-

imum brightness values present, and applies a contrast stretch that opti-

mizes use of the full gray scale of the video system. The dramatic dif-

ference made by the optimum enhancement program is illustrated in Figs. 3

T
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and 4. Fig. 3 shows an unenhanced infrared image. Fig. 4 shows the same
image after enhancement. Contrast between different cloud types is sharp-
ened as well as the cloud/land and land/ocean interfaces. The enhanced
image even reveals variation in the sea surface temperature in the vicin-
ity of the Gulf Stream. The speed ai 1 simplicity of the program make it
a very useful aid to the forecaster in sharpening details of cloud fea-
tures.

b. Increased McIDAS Data Base

(1) ©0OUS Bulletins

Another area of interest during MFE Phase II was evaluation of
the current McIDAS non-satellite meteorological data display. One goal
of this evaluation was to develop a series of routines which archive and
display new types of meteorological data. Initially, only surface and
upper air (RAOB) reports were available to forecasters using McIDAS for
plotting and analysis purposes. Software was therefore developed to ac-
cess and display new non-satellite data types available through land base
telephone lines.

To provide the mesoscale forecast yroup with reliable station-
specific forecast guidance, software routines were written which decode,
store and display the LIFM-II derived United States FOrecast (FOUS) bul-
letins. These bulletins are available via the McIDAS conventional data
port (weather band line 604).

Three series of I'OUS bulletins are available for display:

FOUsl2 Model Output Statistics (MOS)
FOUS50-57 Trajectory Model Output
FOUS60-78 Initial LFM Guidance Output.

Forecasts contained in the FOUS12 bulletin are highly dependent
on output from the LFM-II model. All forecasts are produced by using the
MOS technique which determines a statistical relationship between the pre-
dictand and variables from the numerical model at some prediction time.
Forecasts being saved include probability of precipitation, categorical
probability of quantitative precipitation, thunderstorm probability, con-
ditional probability of precipitation type, probability of heavy snow,
maximum/minimum temperature, 3-hourly surface temperature and dew point,

surface wind speed and direction, categorical probability of c¢loud amount,

categorical probability of ceiling height and visibility, and categorical

il







cobpuars s




probability of non-precipitating opbstructions to visibility.

The bulletins designated as FOUS50-57 contain 24-hour forecasts
of temperature, dewpoint, and George's K-index for each station, They
also contain the positions (latitude, longitude, jpressure level), at 6
hour intervals, for air parcels that will be located at a station (sur-
face, B850 mb, and 700 mb) at the end of the 24-hour forecast period.

These positions, which define three air parcel trajectories, are computed
from smoothed wind tforecasts generated by the LFM model. Knowledye of

air parcel movement along with the subsequent evolution of the temperature
and moisture fields provides necessary clues to the development of con-
vective dctivity and precipitation.

The FOUS60-78 bulletins contain the numerical model analysis
and forecasts for stattons 1n the U, S, and adjacent waters. Forecasts
are provided in 6-hourly intervals from 6-48 hours after the model run
time (either O or 12 GMT). The forecasts are relative humidity, vertical
velocity at 700 mb level, lifted index, 1000-500 mb thickness, direction
and speed of the boundary layer wind, mean potential boundary layer temper-
ature, sea level pressure, and the 6-hourly accumulated precipitation.
Figs., 5 through 7 illustrate station distribution for each bulletin.

The FOUS decoder package was designed to be as transparent to
the McIDAS user as possible. Much of the software is activated through
internal branching from the McIDAS data line handler (SVCARX! to the main
FOUS decoder program SVCF0OS. A detailed flow chart of the decoder package
is given in Fig. 8.

The primary function of SVCFOS is to identify the test received
from SVCARX by tvpe {either FOUS12, 50-57, or 60-78) and transfer process-
ing to the appropriate subroutine. Each of these subroutines contains
code specific to the format of its intended bulletin. It is designed to
sense text length as well as forecast time(s) and file storage locations.

Because of the variety in formats among these bulletins, informa-

tion decoded from the test is stored in one of three disk data files.
Data files contain station 3-letter identifiers, latitudes, and longitudes,
plus a tile directory and blocked storage for up to four days of forecasts.
The files continually update themselves, discarding the oldest information
to provide space for new forecasts as they are decoded.

The display program FOSLIS allows users access to information

v




Fig.

5.

FOUS12 Station Distribution.
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SVCARX
McIDAS Conventional Data Handler

SVCFOS
FOUS Decoder Main Program

~ AV ~
FOUS12 FOUS590 FOUS60
MOS Decoder Trajectory Decoder Guidance Decoder
v
MOSFIL FOSTRA GUIFIL
MOS data file Trajectory data file Guidance data tile

%

FOSLIS
FOUS Display Program

Fig. 8. FOUS Decoder Flow Chart.
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stored in any of the FOUS data files., Listings of forecasts for any data

period in the files are presented in the NWS format on the CRT, FCS3LIS

also displays file directory intformation such as forecast times in the

file and the number of stations avallable for each forecast time. Exam-

ples of builetin display formats are given in Figs. 9 and 10,
(2) Manually Digitized Radar (MDR) Data

SASC meteorologists modified and implemented 3 McIDAS program
set vartially developed by the University of Wisconsin, which decodes,
stores, and displays Manually Digitized Radar (MDR) code. The code, which
is issued hourly by NWS radar sites, is available to McIDAS via the FAA
high speed data link (WB-604).
The radar code is made up of two major sections: an SD section
which gives radar data in an azimuth-range format and the digital c<ection v
which contains echo locations and intensities in digitized form. It is
the digital section of the radar code which is processed by McIDAS,

The digital section is based upon a grid system. Maximum ob-

R

served Digital Video Integrator and Processor (DVIP) levels are reported

for each grid box containing echoes of mcderate or greater intensity.

DVIP levels and their corresponding intensities are listed in Table 1. !
Data entered in the digital section are encoded in one or more

groups. Each group starts with the two-letter identifier of the grid i

box in the row containing the most westerly echo. The first number fol-

lowing the box identifier is the DVIP level in that box. Subsequent num-

bers are intensities in the sequentially adjacent boxes in that row.

This process is repeated until there are no more rows containing echoes

to be encoded. The digital section is limited to a 125 nm range. Any

echo outside this limit will not be encoded.

Fig. 11 illustrates echues on a radar scope over which the 125

nm sweep and the station grid system have been laid. The complete radar
code report for this =ituation is listed below it, The start of the dig-
ital section is marked by the upward turned arrow. Fig. 12 illustrates
the encoded DVIP levels as they would appear in their grid box positions.
The grid used with the digital code is a subgrid of the LFM-1I
model yrid. It has 1/4 the mesh length of the LFM model (boxes are ap-

proximately 22 nm on a side and have an area of 484 sqg nm). Grid boxes

)
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A. For the 0000 GMT forecast cycle:

HDNG FOUS12  MOS

DATE/GMT

ABE POP06
POP12
QPFO6
OFF12
TST™™
POPT
POSH
MX/MN
TEMP
DEWTT
Wwi%d
cLps
€16
Vis
c/v
OBVIS

15706

48 46
35 36
0000
1117/4
000163
000009
5/6
9000/1

FCSTS
15/12
10

000/1

0000/3

46 52
37 39
1001
1126/4
000135
000117
5/6
6002/1

LFM  GUIDANCE

15718
10

000/1

0000/3

57 58
41 &2
2005
1225/3
001235
001117
5/6
9101/1

16/00

10

20
003/1
0000/1
1
0000/3
99 99/0
59

54 51
43 46
1402
4213/1
000118
000019
6/6
9001/1

B. For the 1200 GMT forecast cycle:

HDNG FOUS12 MOS FCSTS

DATE/GMT

ABE POPO6
POP12
OPFO6
GPF12
IS™
FOPT
POSH
MN/MX
I=™P
L2weT
» IND
CLDS
cic
VIS
c/v
CBVIS

15/18

52 5«
42 43
0904
0136/4
000154
000009
5/6
9001/1

16/00
20

000/1

0000/3

52 50
44 45

1202
0117/4
011234
001108

5/6
9002/1

Fig. 9.

LM Gu
16/06
5

000/1

0000/3

49 48
45 45
0000
2016/4
011224
001118
5/6
7003/1

IDANCE
16/12

20

20
000/1
0000/1
2
0000/3
99 99/0
46

49 56
46 48
0000
4113/1
011126
001115
6/5
6003/2

10/15/80 0000 (1
16/06 16/12 16/18
S 5 IC
10
000/1  000/1 02U/
00001
3
0000/3 0100/3 0000/3
L6
49 49 49 57 63 63
46 L6 L6 SO 52 53
0000 0000 2606
322473  2225/4 222373
010117 110125 090127
000009 101116 001117
66 5/6 6/6
8002/1 6004/4 £101/1
13/15/60 1200 GMT
16/18 17/00 17/06
5 5 0
10
000/1  00(/)
0000/1
2
0000/3 0000/3 0000/3
64
62 63 59 56 53 52
49 50 50 51 50 49
2505 0000 0000
4322/1 4322/2 5113/1
000117 000118 000117
090019 000009 OOL117
6/6 6/6 6/6
8102/1 8002/1 7003/1

FOUS12 Display Format.

1000/1
2
0000/3

6

59 56
52 53
1501
3223/3
000028
0001 1%
6/6
9002/

17/12

10
10

0000/1
4

0100/3

48

52 61
50 54
0000
3222/2
010017
101115
6/5
6004/4
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POUS57 KwBC 030000

TRAJECTORY FCST

PO R,

a - e

0300002 0306002 0312002 0318002 0400002
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Fig. 10. FOUS50-57 Display Format (top); FOU560-78 Display

Format (bottom).
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are located with respect to the radar site such that box MM will always

contain the radar antenna.

Fig. 13 shows the digital radar code grid for Worcester, MA (the
skew of the grid 1s due to the curvature of the earth). Table 2 lists
the National Weather Service network radars, FAA/ARTC radars, U.S. Air
Force radars, and NWs local warning radars from which McIDAS receives
digital data.

Yk software is designed to run almost independently of McIDAS
asera, A7t the processing routines (decoding and store programs) are
initiated by internal cues from one program to the next. Fiyg. 14 gives
a detailed flow chart of the MDR decoder.

Initialization occurs when SVCARX detects an ASCII coded string
con“iining MDR information., The data handler sends all necessary informa-
tion to the main MDR routine SVCMDR, which searches each radar report for
digitized code. 1If found, the digitized report is stored within the MDR
recovery file (MDRFI1). When the erd of a MDR text string is sensed, the
final processing program MDRMAP retrieves the code stored in MDRFIL, trans-
forms the digitized field to earth latitude and longitude coordinates,
and calculates the McIDAS MDR display grid point field, which is then
stored in disk grid file GRIDOO.

The display program MOVMDR allows McIDAS users access to the MDR
grid point fields. The operator simply specifies the time and location of
the data to be displayed. McIDAS then determines map specifications and
projections for the specified location (map specifications include region-
al, state, city, center point, and satellite overlay options) and gener-
ates a contoured MDR field using the MDR grid point data. Figs. 15-17

illustrate the ways data may be displayed using various map specifications,.
c. Improvements In Conventional Data Displays

In preparing short-range terminal forecasts, regional plots of
weather parameters are valuable aids. Precise tracking of dry lines,
wind shifts, and precipitation areas, for example, can keep the forecaster
abreast of rapidly changing situations. However, the density of data plot-
ted by McIDAS routines IASVCA and WISPLT was significantly less than the

density of stations reporting data. Figs, 18a and 19a show that this re-

duction was done to prevent overlapping of reports on the map projections
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TABLE 2. SOURCES OF DIGITAL RADAR DATA FOR MCIDAS.
NATIONAL WEATHER SERVICE NETWORK RADARS

Alliance, Nebraska
Amarillo, Texas
Apalachicola, Florida
Athens, Georgia

Atlantic City, New Jersey
Binghamton, New York
Bristol, Tennessee
Brownsville Texas
Brunswick, Maine

Buffalo, New York

Cape Hatteras, North Carolina
Centreville, Alabama
Charleston, South Carolina
Chatham, Massachusetts
Cincinnati, Ohio

Daytona Beach, Florida
Des Moines, lowa

Detroit, Michigan
Evansville, Indiana
Fargo, North Dakota
Galveston, Texas

Garden City, Kansas
Grand lIsland, Nebraska
Hondo, Texas

Huron, South Dakota
Jackson, Mississippi
Kansas City, Missouri

Key West, Florida

FAA/ARTC RADARS

Albuquerque, New Mexico
Amarillo, Texas

Ashton, Idaho

Battle Mountain, Nevada
Boise, Idaho

Boron, California

Cedar City, Utah

El Paso, Texas

Klamath Falls, Oregon
Las Vegas, Nevada
Lovell, Wyoming

U.S. AIR FORCE RADARS

Laughlin AFB, Texas
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Lake Charles, Louisiana

Limon, Colorado

Little Rock, Arkansas

Longview, Texas

Marseilles, Illinois

dedford, Oregon

Memphis, Tennessee

Miami, Florida

Midland, Texas

Minneapolis, Minnesota

Missoula, Montana

Monett, Missouri

Nashville, Tennessee

Neenah, Wisconsin

New York City, New York

Oklahoma City, Oklahoma :

Patuxent River, Maryland {3
Pensacola, Florida ’
Pittsburgh, Pennsylvania i

Sacramento, California "
Slidell, Louisiana |

Stephenville, Texas f

St. Louis, Missouri e
Tampa, Florida ]
Volens, Virginia L
Waycross, Georgia L

Wichita, Kansas :
¥Wilmington, North Carolina P g

Mesa Rica, New Mexico
Mt. Laguna, California
Paso Robles, California }
Phoenix, Arizona
Rock Springs, Wyoming .
Salem, Oregon

Salt Lake City, Utah
San Pedro, California
Seattle, Washington
Silver City, New Mexico
Spokane, Washington

Loring AFB, Maine




TABLE 2 (cont.)

NATIONAL WEATHER SERVICE LOCAL WARNING RADARS

Abilene, Texas

Akroan, Ohio

Albany, New York

Alpena, Michigan
Atlanta, Georgia
Augusta, Georgia

Austin, Texas

Baton Rouge, Louisiana
Beckley, West Virginia
Billings, Montana
Bismarck, North Dakota
Burlington, Vermont
Charleston, West Virginia
Charlotte, North Carolina
Cheyenne, Wyoming
Cleveland, Ohio
Columbii, Missouri
Columbia, South Carclina
Columbus, Georgia
Columbus, Ohio
Concordia, Kansas

Corpus Christi, Texas
Duluth, Minnesota

Erie, Pennsylvania

Fort Smith, Arkansas
Fort Wayne, Indiana
Goodland, Kansas
Harrisburg, Pennsylvania
Hartford, Connecticut
Houghton Lake, Michigan
Huntsville, Alabama
Indianapolis, Indiana
Jackson, Kentucky

Las Vegas, Nevada
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Los Angeles, California
Louisville, Kentucky
Lubbock, Texas

Macon, Georgia

Madison, Wisconsin |
Marquette, Michigan 4
Meridian, Mississippi
Mobile, Alabama
Moline, Illinois 4
Montgomery, Alabama ‘
Muskegon, Michigan ;
Norfolk, Nebraska :
North Platte, Nebraska

Omaha, Nebraska v
Phoenix, Arizona

Portland, Oregon

Raleigh, North Carolina !
Rapid City, South Dakota .
Rochester, Minnesota

San Angelo, Texas

San Juan, Puerto Rico
Shreveport, Louisiana
Sioux Falls, South Dakota
Springfield, Illinois
Topeka, Kansas

Tulsa, Oklahoma

Victoria, Texas

Waco, Texas

Waterloo, Iowa

West Palm Beach, Florida
Wichita Falls, Texas
Williston, North Dakota
Worcester, Massachusetts

o
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MDR pre-processing program
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Fig. 14. MDR Decoder Flow chart.
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provided. In order to plot all available data, a smaller map projection
was devised, to be centered on any of the 1103 stations in the McIDAS

surface data file. Figs. 18b and 19b illustrate the resultant increase

in plotted data, approximately threefold, which allows more precise lo-
cation of discontinuities.

The capability to display four analyses, one in each quadrant
of the CRT monitor, was recognized as an important feature of interactive
forecast sv-.-tems, Four-panel analysis of various parameters, such as
dat- from .rious levels in the atmosphere or data from various time per-
ious, facilitates rapid visual integration of pertinent data. To provide
data pl- tting overlay compatibility as well as four-panel plotting capa-
bility, the graphics plotting routines IASVCA and IARAOR were rewritten
to include that option (see Fig. 20).

When these plotting capabilities were used operationally it was r
noted that stations with incomplete reports, i.e., temperature, dew point
temperature, or pressure reported as missing, would not be plotted at all.

The missing data checks in the plotting routines were revised to permit f
plotting of reported data in such incomplete reports. The data listing '
routine SVCADI was also revised to list incomplete station reports which

were previously left blank (see Fig, 21).
d. Interactive Forecast Aids

In response to the need for forecast aids noted during the ex- f
periment, two menu-driven guidance routines were added to the MFF: a
cloud band movement decision tree algorithm developed at Pennsylvania
State University3 and an automated version of the severe weather check- f
list developed by the National Weather Service Forecast Office at Portland, ‘
Maine.4 Both routines ask a series of yes/no questions designed to guide
the forecaster through an analysis of the current weather situation. The
cloud band decision tree helps isolate the key factor governing the mo-

tion of the cloud band, i.e., confluence zones or vorticity patterns.

3, cahir, J., J. Norman and D. Lowry, 1981: Use of a real-time computer
graphics system in analysis and forecasting. Monthly Weather Review,
109, 486-488,

4. Gulezian, D., 1980: Severe weather checklist used at National Weather
Service Forecast Office, Portland, Maine, Bulletin of the American
Meteorological Society, 6l, 1592-1599.
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Fig. 18a. 1IASVCA Regional Plot of Temperature.
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Fig. 18b. IASVCA Detailed Regional Plot of Temperature,
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Fig. 20.

Four-Panel Plot of Current Weather.
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When this key factor is determined, a brief message advising forecast pro-

cedure 1s displayed. The checklist tabulates yes answers provided by the
forecaster and predicts whether convective weather will occur and indi-
cates whether or not it will reach severe levels. both routines are areu
forecasting aids that can be applied to a particular station.

e. Automated Analysis and Forecast Routines

when a previously calculated analysis was redisjp.layed on the
WRRRM graphics, AFGL surface and upper air analyzing routines SACONT and
RRCONX had to collect the raw data, re-interpolate them to qgrid
and then contour those re-gridded data. To sveed up this redispiay |ro-
cess, grid files were added to the McIDAS data base to storce interpolated
data. Software developed at the University of Wisconsin to write ridded
data into these files and to display saved analyses was modified and added
to the nowcasting capability,

With gridded data saved in this manner, proce=sing and use of
the grids not previously possible could now be asccomplished., 7~ bilinear
interpolation technique to return the field value at any point in the an-
alysis was developed and added to PLTMAP. This option, when used with a
two-dimensional approximation of the LFM-derived Trurectory Model Fore-
cast, nprovided a means to forecast any conservative property of the at-
mosphere at the surface, 850, and 700 millibar levels for 12- and 24-hour
time periods.

Program GKIDWK, developed at the University of Wisconsin, was
modiried and added to McIDAS to manage and manipulate the grids within
each file. Options to change extreme values within the grid permit crude
data editing and changes to the analysis without affecting the original
raw data. The arility to transfer grids from the file of one terminal to
another provides common access to any analysis. 1In response to a need
to archive MDR data, which must be transferred to a terminal's grid file
to be displayed, save and restore options were developed for GRIDWK. Up
to 28 eastern U.S. 0.5O resolution grids of MDR data can be saved or rec-
stored by these routines,

Access to gridded data also allowed the combination of surface

and upper air data in a more accurate 1000-500 millibar thickness analysis.

Since a 1000 mb level report is not received from a RAOB station if its

uncorrected surface pressure is less than 1000 mb, previous analysis

% Y




routines which were limited to upper air data only contained large re-
gions with missing data. By using a 0Z or 122 surface pressure analysis
and converting it to a 1000 mb height grid, a quick and reasonable ap-
proximation to the thickness field can be calculated.

Writing gridded data to a file permitted the addition to McIDAS of
two routines developed at the University of Wisconsin to aid the short-
range forecaster. PRERAB, a trajectory model forecast routine, and
SETRAB, a vertically averaging wind field analysis routine, were modi-
fied for compatibility with the AFGL McIDAS. A vertically-averaged,
density-weighted wind field using any or all mandatory level data is cal-
culated to produce u and v component wind field grids. Using these grids
and an initial field grid, point or station forecasts and area forecasts
based on either advection or trajectory methods can be computed for any

time period.
V. Conclusion

The speed and flexibility of McIDAS in analyzing and displaying the
data base available have only begun to be exploited. The addition of LFM
forecast products, simple forecast techniques, and menu-driven guidance
programs allows the terminal forecaster to assess the regional impact of
weather systems. Expansion of the McIDAS data base to include MDR data
and improvements in GOES imagery navigation provide important data to
the mesoscale forecaster for modifying this regional picture and tailor-
ing it to his local area. While modification of McIDAS may not yield
the ideal terminal forecast system, the changes made do point out the

direction in which the development of such a system should proceed.
B. AFGL WEATHER TEST FACILITY SUPPORT
I. Introduction

The Weather Test Facility (WTF) at Otis AFB of the Air Force Geo-~
physics Laboratory includes towers equipped with weather instruments at
selected heights which, along with ground based instruments, sample wind,
temperature, visibility, precipitation, cloud base height and other weath-
er parameters,

To facilitate data collection, the Modular Automated Weather System
(MAWS) was installed at Otis to accept signals from the various sensors,

create one-minute mean digital values and send these values over tele-
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phone long lines to AFGL where they are recorded onto magnetic tape.
[I. Data for Sensor Evaluation

Under the contract SASC was involved in computerized data process-
ing and evaluation of new or improved sensors f{rom MAWS duata tapes. The
sensors included Rosemount wind sets and such visibility meters as a mod-

| ified Fumosens, Wright forward scatter visibility meter, an AFGL-devel-
oped side-looking forward scatter meter referred to as a "lookaway," alvi
a Wright Fog 15 visibility sensor,

The processing was accompr-lished by various versions of a DO o
ter program, MAWSE, which displays outputs of the sensors in convenient
form for analysis. Statistical correlation between the data from the

instrument beiny tested and those from one of known reliability was com-

WORRY

puted and printed along with simple statistical measures of the two.

PRV

Additional statistical information was displayed on graphical represen=- v

tations used to highlight similarities and differences between instru-

ments.
Another effort in sensor evaluation involved examining periods of P
signifticant wind shear. A wind shear event was Jdefined as a period of

time when the wind shear between the 200 t level and the ground was

st

greater than four meters per second for a period of more than four min-

utes' duration. EBpisodes of wind shear were isolated from the minute to

=

minute wind data. The shear maynitude of a given event was examine:d in ‘
relation to the surface wind during that event and in relation to the '

temperature differences occurring between the two heights during the event.

II1. Verification of Prediction Techniques

A further Air Force concern was short-term prediction techniques for
weather parameters critical to aviation. Computer program VERIFY, designed
to be the final software module in AFGL's low cloud observation and pre- i
diction system, was completed. The program performed a thorough analysis I
of all probability and categorical forecasts based on cloud ceiling data |
retrieved from three rotating beam ceillometers (RBC) and wind and vis- E
ibility data as processed by the MAWSE program. Forty episodes during ;
which clouds were reported below 6000 ft for at least three hours were

selected. Approximately 20,000 one-minute observations were processed.
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Veritfication statistics were calculated for 15 prediction techniques,
which fell i1nto two groups, The first group consisted of probability
forecasts, baoed on RERP eguations.  REED (Reygression Estimation of Event
Provabllities' Caloulates probabilities of beilnyg within certain categor-
les.  The madel employed placed cloud data into five categories: <200 ft,
SJU=500 rt, SRo-1o0d fr, 1000-3000 ft, and »3000 ft or no ceiling; or
mto two catcgeries, <1000 ft oor 2 1000 rt, Exceedance probabilities
were prod o ond based on three sets of REEP eguations:  REBEPS using only
cloud ob vations, REEP.U1 using the predictor set in which the last
s redictor selected reduced the total variance by at least one prercent,
and REEP1] where wind and visibility data were added to the cloud obser-
vations. Also, an eguivalent Markov technigue and persistence were used.

The second group included thresholding technigues such as maximum
prrobability, iterative, using REEP, and unlt bias, climatology, and per-
sistence.

All the exceedance probabilities and categorical forecasts aenerated
were supplied to SASC to be used in program VERIPY tor four forecast
lengths: 30, 60, 120 and 180 minutes. Statistical tests applied to
these data included bias, threat score, percent correct, Hrler score, t-
statistic, uand chi-square. For each successive episode ot the 40 se-
lected, these statistics were compiled and steored in a random access
Jata file (RADF)Y. The RADF retalned data Yor cuch of the 15 forecast
technigques, stratified by forecast length, episode number, and eventually
for all episodes combined. 7The RADF reguived less storauge than a sequen-
tial 7ile, and provided raster and more ef lcient retrieval for several
versons desirini access to the information, whether tor analysis, or
print or plot display.

VERIFY provided a summary listing of all statistics calculated and
became the critical module whici provided the initial torecast process—

ing and subsequent display of verification data.
IV. Fog Model Display

A prouram was written to produce a three-dimensional disrlay of the
temporal variability of the drop size distribution Jduring the life cycle
o7 g tog episode.  As part of an AFGL ettort to develop inyroved numer-~
ival techniques for the short-ranue prediction of rog, the drop size

distribution data were cobktained at the WTF with o MM: Vorward scatter
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spectrometer system. A graphics display package developed by the National
Center for Atmospyheric Research (NCAR) was extensively revised to achieve
the proper angles ror Qoerleaving the data and to Dabed e awes.  With
additionslt Joutines, displavs were produce t which deonstr sted the varias
tion . the Jdrop let concentration (N} with dror oi2e md time,

oo 20 shows rwo draplays of data, collected ot 40 mognd 5w above

grouand, durimng g Yive~hour foa erlsode gt owtis AR,




Fig. 22. Drop-Size Distributions From Spectrometer Probes.
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SECTION 3. i

SATELLITE METEOROLOGY
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A. CLUSTERING TECHNIQUE FOR SATELLITE IMAGERY ANALYSIS

As one step in developing an automated satellite imagery analysis
scheme, AFGL developed a technique using infrared radiative count values
for analyzing data samples into sub-regions representing various cloud
types.1 Manual classification was performed, assigning to each sub-
region, or cluster, a cloud type based on the scheme in Table 1.

Texture and gradient calculations were performed on the data in each
cluster. It was expected that, with a sufficiently large number of sam-
ples from each of the eighteen cloud categories, distinctive attributes
or combinations of attributes could be isolated by which each cloud type
could be identified in a fully automated system. All data selection und
analysis were performed on the AFGL CDC 6600 computer using recorded

satellite imagery from the ODIS (Offline Data Ingest System) archive.

TABLE 1. CLOUD CLASSIFICATION SYSTEM.

Cirrus Cumulus Other
1. Thin 8. S8Small scattered 2. Stratus
2. Moderate 9. Small 13. Stratcoccumulus
3. Thick 1G. Moderate 14. Altocumulus
4. Thin over Cu 11. Large 15. Altostratus
5. Moderatg over Cu 1¢. Nimbostratus
6. Thin over St 17. Cumulonimbus
7. Moderate over St 18. C(Clear

SASC developed an interactive ~daptation of the clustering algorithm,
called CLUSTR, for use on McIDAS. Documentation of the command options is
provided in Appendix A to this section. The interactive approach was se-
lected to facilitate quick and easy sample selection. Analysis and <dls-
play options were later incorporated, followed by file editing and manage-
ment capabilities.

A stepwise procedure was established for data collection. Visible
and infrared satellite images were loaded on television frames and exuam-
ined for suitable cloud formations. After a sample was visually selected,
the box cursor under joystick control was positioned over it, and the
command CL was entered. This command initiated CLUSTR, which extracted
1. Hawkins, R. S., 1980: A clustering technique for satellite imagery

analysis. Preprints, 8th Conference on Weather Forecasting and
Analysis, AMS, Boston; pp. 115-118.

152




e e - ——

the visible and infrared data arrays corresponding to the region within
the cursor, executed the clustering algorithm, computed histograms of
texture and gradient at each of three spatial scales, and entered the
results in a disk file called CLSFIL. Documentation of the structure of
CLSFIL is provided in Appendix B.

A message was sent to the operator's console indicating where the
sample was stored in the file. CLSFIL has a maximum capacity of ten
sample entries. Samples were displayed on the television monitor by the
LOAD option of CLUSTR. Fig. 1 is an example of the type of display re-
sulting from this command. The visible imagery sample, blown up by a
factor of three, appears in the upper left quadrant of the picture. The
corresponding infrared sample is shown in the lower left. In the upper
right quadrant is a representation of the results of clustering. Each
of the four clusters derived from the infrared data is depicted in a
different gray shade.

Based on the information provided in displays like Fig. 1, manual
cloud classification was performed and entered in the TYPE option of
CLUSTR. Texture and gradient histograms were drawn using the option HIS.
Each curve could be displayed individually or in combination with up to
five others. Fig. 2 shows an example of histograms of the three scales
of texture for the third cluster of an imagery sample. On the McIDAS
graphics display the TEX 1 curve and annotation appeared in red, TEX 2 in
green, and TEX 3 in yellow. Additional curves were added in dashed
lines up to a maximum of six curves per display, as in Fig. 3. Labels,
not present on McIDAS, have been added in Figs. 2 and 3 to identify each
curve.

Summaries of data collected for individual samples or for all entries
in the file were available through the SUM option of CLUSTR. Listings
were directed either to the operator's conscole or to the line printer for
hard copies, like the example in Fig. 4. The entry number in these list-
ings refers to position within CLSFIL, and the sample number refers to
location on a particular visible/infrared picture pair identified by
SSYYDDD (satellite-year~date code) and HHMMSS (hour-minute--second of pic-
ture start time). Cut levels and Mean IR and VIS are given in radiative
count values. Cloud type assignments correspond to the numbers given in

Table 1,
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P

Py

L8 2

ENTRY

ENTRY

ENTRY

ENIRY

ENTHRY

AF G L M CIDAS LT PROGRAM: CLUSTR

CONTENTS OF CLUSTER FILE

SampLE 2

CLUSTER

CUuT LEVEL

NO OF POINTS
MEAN IR

VEAN VIS
CLOUD TYPE

SAvPLE i

CLUSTER

CuT LEVEL

vO UF POINTS
MEAN IR

MEAN VIS
CLOUD TYPE

SAMPLE 2

CLUSTER

Cutl LEVEL

NO OF PUINTS
MEAN IR

MEAN VIS
CLOUD TYPE

SAMPLE 3

CLUSTER

Curl LEVEL

NG 0OF POINTS
MEAN IR

MEAN VIS
CLGUD TYPE

SamPLE 4

CLUSTER

vO OF POINTS
ME AN IR

VEAN VIS
CLIUD TyPe

SSYYDND=2881252 HHMMSS=Z130000

1| e 3 4
115 158 205
38 42 119 57
103,0 131.6 188,6 211,t
73,4 100.9 149,0 179.9
18 1 4 17

SSYYDDD=2R81254 rHHYMSS=2130000

1 2 3
105 115
76 51 129
95.6 109.2 124,0
8¢.3 107.,9 132,3
18 13 14

S8YYDDD=2881254 HHMMSS=2130000

1 4
95
239 17
860.9 101.5
66,5 96.0
is 15

SSYY0ODDs=2081254 HHUMSS=130000

1 4
95
KL 2l
92.8 104,4
69.3 123,!
18 13

$S8YYDON=2881254 HHW?SS=130000

1
256
91.4
96,8
12

Fig. 4. Summary Listing of Contents of CLSFIL.




The final CLUSTR display option, BOX, was used to identify all sam-
ples selected from an image. Figs., 5 and 6 show boxes over visible and
infrared satellite images respectively with labels corresponding to sam-
ple numbers in entries 2-5 of Fig. 4.

When CLSFIL was full or sample selection was completed, file con-
tents were saved on magnetic tape using the SAVE option of CLUSTR. The
converse function, that of restoring data from tape to disk file, was
performed by the RES option. File editing functions consisted of INI,
which initialized or cleared the contents of CLSFIL, and DEL, which was

used to delete any single entry from the file.

B. BRIGHTNESS VARIATION ANALYSIS

In an effort to utilize geostationary satellite data for determining

cloud cover amounts, SASC scientists developed software to reduce and an-

alyze archived GOES and SMS imagery (Gerlach, 1980a)2. The conclusions ﬁ_
reached in the first phase of the effort — calculation of curves relat- |
ing cloud cover and average reflectivity (Method 1) — were reported in ‘
Keegan and Niedzielski (1981)3. kf

This follow-on study entailed the testing of these relationships on

the dependent data sample (1977-1978 data) to assess their effectiveness.

._.-__-,_.

Results showed an overall 67 percent correct classification rate
(see Table 2), Weather station reports of cloud amounts were used as

cloudtruth. Detailed study showed this rate to be heavily weighted by

the clear and overcast categories, which account for 31 percent and 24
percent of the sample, respectively. Both categories were classified
correctly nearly 80 percent of the time. Categories of scattered and
broken cloud cover had correct classification rates ranging from 20 per-
cent for three-tenths coverage to 57 percent for seven-tenths coverage.
Testing with an independent data sample (1979 data) yielded essentially

the same results.

2. Gerlach, A. M. (ed), 1980a: Computer-based weather research. AFGL-
TR-80-0069, pp. 74-81.

3. Keegan, T. J., and M. E. Niedzielski, 198l: Specification of cloud
amount over local areas from GOES visual imagery. Environmental
Research Papers No. 743, AFGL-TR-81-0153.
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TABLE 2. COMPARISON OF CLOUD AMOUNT TECHNIQUES

METHOD 1 2 3 4
Al}l Cloud Amounts 67 64 75 77
Clear 80 79 85 92
Overcast 80 78 91 91

Correct Classification Rates in Percent

Method 1 is Average Reflectivity; Method 2 is Average
Reflectivity, Texture, and Maximum Reflectivity; Meth-
od 3 is Simple Threshold (fixed threshold); and Meth-

od 4 is Variable Threshold (decision tree algorithm).,

Two important conclusions were reached as a result of these tests.
First, average reflectivity could generally distinguish cloud-free and
cloud-filled fields of view but was a poor parameter for determining
scattered and broken cloud amounts. ¢=cond, the data remained stable
enough from several satellites (GOES 1, GOES 2, SMS 2) to yield nearly
constant results.

The addition of other reflectivity characteristics for multivariate
analysis was the next phase of the study. Relationships between cloud
amount and average reflectivity, sample texture (standard deviation), and
maximum reflectivity were calculated (Method 2) and the testing repeated
on both dependent and independent data. Overall results of classifica-
tion rates decreased slightly to 64 percent correct. This led to the
subjective conclusion that the variability of reflectivity characteris-
tics within each cloud cover category was too large to allow regression
techniques to define the relationships clearly.

As a result of the indifferent ability of regression curves to spec-
ify cloud cover, a different method, a threshold technique, was implement-
ed (Method 3). This approach is similar to the Air Force Global Weather
Central cloud analysis program 3DNEPH, which uses location-dependent
thresholds for cloud detection in visible data on polar-orbiting satel-

4
lites.

4. Fye, F. K., 1978: The AFGWC automated cloud analysis model. AFGWC
Technical Memorandum 78-002, pp. 26-31.
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Using information decuiced from analysis of all clear and overcast
cases, a cloud/no cloud threshold reflectivity of 18 percent was select-
ed. A simple addition was made to program CENTER to count the number
of pixels within the 9 x 9 pixel analysis box that were above the thresh-
old value and to compute a percent cloud cover. This straightforward
technique resulted in a 75 percent correct classification rate of cases 1
with no tenuous cirrus clouds., Clear and overcast conditions were clas-
sified correctly 85 percent and 91 percent of the time, respectively.

Closer analysis of misclassified clear cases showed that sample textur~

it

could help distinguish cases with clouds whose areal extent was somewhat
below image resolution. If the sample texture exceeded 2.5 percent, a j

cloud/no cloud threshold of 16.0 percent was indicated. Incorporating

this information into a simple decision tree algorithm in CENTER (Meth-
od 4) resulted in a 92 percent correct classification rate for clear con-
ditions.

As a first attempt to deal with the problem of tenuous cirrus clouds,
collocated IR data were added to the data sample, A variable threshold ,f
for cirrus/no cirrus IR count was selected and case studies begun to deter-
mine if detection of cirrus would be a straightforward procedure. Analysis
revealed that these clouds are not blackbody radiators and varying amounts . 3
of background radiation leaks through. Therefore, no specific IR thresh-
hold can be considered appropriate for even a majority of the cases. This
threshold value must be interactively determined and entered into the
cloud amount algorithm for each case. High cloud studies brought to light
the need to vary the size of the analysis box with varying cloud heights
so as to keep the satellite field of view in agreement with that of a sur-
face-based observer. An option to vary the size of the analysis box has
been added to CENTER but remains an interactive procedure.

Threshold techniques for specifying cloud cover amounts (Methods 3 ;
and 4) are a more accurate method than average brightness techniques, as :
is shown in Table 1. | ]

By properly choosing a cloud/no cloud threshold, with a decision- |
tree or similar algorithm, clear and overcast conditions can be classi- i
fied to a high degree of accuracy. Sophistication of these techniques
can help to enhance the results achieved by the simplistic methods test- 1

ed to date.
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APPENDIX A. COMMAND DOCUMENTATION FOR PROGRAM CLUSTR.

COMMANL: CLUSTER KEY IN: CL

PROGRAMMER: G.

COMMAND FORMAT:

COMMAND DEFAULT

DENGEL DATE: 3 SEPT 81
CHAPTER: AFGL

CL oPT Pl P2 P3 P4 P5 P6 p7

PARMMETERS: CL
cr

Unless an option is specified, CL will extract the VIS and IR im:igery
samples within the cursor, cluster, compute histograms of texture arnd
gradient for each cluster, and write the results into CLSFIL.

PARAMETER DESCRIPTION:

opT Program Options

1.

]

CI. LOAD Area Frame Entry

ft

Areo digital area in which to store data
Frame TV frame on which to display data
Entry = entry number in CLSFIL (5 10)

ft

CL TYPE Entry C1 C2 C3 C4
Assign cloud types Cl-C4 to clusters in Entry
CL, HIS Entry Cluster Function Inc Color Max X Max Y

Draw histogram of data from Entry and Cluster specified.
Function = TEX or GRD
Inc =1, 3, or 5
*Color = 1 (red), 2 (green), 3 (yellow)
Negative for dashed lines
(default = green)
Max X = maximum value of abscissa
(default = 100)
Max Y = maximum value of ordinate
(default = 50)

* Axes will only be drawn when green is requested, otherwise an overlay is

assumed.

4.

CL SUM Ei E2... (PRI)

CL SUM ALL (PRI)

Print data summaries for entries

El, E2, etc. or ALL entries in file on CRT. For line printer
output, last parameter should be "PRI."

CL BOX

Draws boxes around all samples in file taken from currently
displayed frame.
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6. CL SAVE Tape (NEW)

Write contents of file to magnetic tape.
Tape = Tape number (type 96)
NEW indicates new tape

7. CL RES Tape File

Restore contents of tape to CLSFIL
Tape = Tape number (type 96)
File = Tape file to be restored

8. CL INI
nitialize CLSFIL

9. (L DEL Entry

Delete entry from CLSFIL

APPENDIX B. DOCUMENTATION OF THE CLSFIL FILE STRUCTURE.

L
_— ¥
Type Disk File j

(Disk File, Savetape, COMMON block, etc.)

NAME CLSFIL

(If applicable)

DOCUMENTER G. Dengel Date 3 Sept 81

Description of Structure:

Type: Data file (binary)

Size: 1380 sectors

Use: Store data samples and results for program CLUSTR. Holds a
maximum of 10 samples.

Initialization: Key in "CL INI"
Allocation: 138 sectors per entry

Imagery samples and cluster information:
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Sectors

Words

0-15
16

17

1-112
1-34
35
36
37
38
39
40
41-43
44-47
48-51
52-55
56-59
60-81
82-111
112
1-86
87-112

VIS data, packed

V1S data, packed

SSYYDDD

HHMMSS

Upper left corner line coordinate
Upper left corner element coordinate
Sample number

Number of clusters

Cut levels

Number of points in each cluster
Mean VIS count for each cluster

Mean IR count for each cluster

Cloud type assigned to each cluster
Cluster freguency table, packed
Unused

Number of entries in file (sector 16 only)
IR data, packed

Unused

Histogram data, half-words:

Sectors

18-22
23-27
28-32
33-37
38-42
43-47
48-77
78~107
108-137

Cluster Function

1 TEX 1
1 TEX 3
1 TEX 5
1 GRD 1
1 GRD 3
1 GRD 5
2

3

4

et ol

VRTINS

e —— g e =
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SECTION 4,

McIDAS OPERATION AND ENHANCEMENT
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A. SUPPORT TO RESEARCH PROJECTS

The McIDAS Facility supports on a daily basis various research pro-
jects of the AFGL Meteorology Division. The Mesoscale Forecast Experi-
ment described in Section 2A, for example, depends wholly on the McIDAS
ability to display meteorological data. Studies in satellite meteorology
are particularly dependent on McIDAS.

In addition, McIDAS is used to support field programs. During 1981
eighteen aircraft flights were made for two AFGL research projects: the
Large Scale Cloud System (LSCS) and Icing studies. Both studies used a
specially instrumented C-130 aircraft based at Wright-Patterson AFB, OH.

The LSCS study sampled large homogeneous cloud masses as they prog-
ressed from west to east across the U.S. The objective was to obtain a
better understanding of the microphysics of clouds in large winter storms.
The hydrometeor data collected by the aircraft included particle size,
number, type, distribution, and liquid water content. The Icing study
was conducted in a similar manner since it involved observing and meas-
uring the accumulation of ice on aircraft control surfaces. The C-130
gathered data on intensity (light, moderate, heavy) and type of icing
(glaze, mixed, rime).

McIDAS satellite imagery loops (both visible and infrared) depicting
cloud growth,and decay, cloud top temperatures, and objective analyses
and plots of radiosonde data (see Fig. 1) provided the ground support team
information on the best sampling locations and altitudes. Additional in-
formation examined prior to and in real-time during the flights included:
surface observation plots, analyses of pressure fields, streamlines, dew-
point temperatures, wind vectors, precipitation amounts, current weather,
cloud cover, upper air cross-sections, icing probability (see Table 1),
and radar observations (see Fig. 2)., Data for both studies were archived
to help document the synoptic situation for post analysis.

The McIDAS facility was also used to collect one-half mile resolu-~
tion visible satellite imagery last winter and spring over North America
for a study of cloud brightness related to development of Tactical Deci-
sian Aids. Times for the imagery ranged from 1530 to 1830 GMT when the
sun's declination angle was at its highest for that time of year. Real-
time as well as Sony archived imagery were used. A software program spe-

cifically written for the project provided printouts of various cloud
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brightness thresholds found in the imagery. These data were saved on

magnetic tape for later analysis.

TABLE 1. ICING PROBABILITY LISTING.
i *ox ok ok AFGL M CIDAS * ok ok % PROGRAM: ICING
ICING PROBABILITY ESTIMATES FOR 72429 AT 10000

Z(PT) T(O) TD (0) T-TD TYPE INTENSITY PROBABILITY
1004 .8 -4.2 5.0 0
* 1641 0.0 -4.8 4.8 0
1880 -.3 -5.0 4.7 0
1919 0.0 -5.3 5.3 0
2389 4.0 -9.0  13.0 0
3622 3.8 -10.2  14.0 0 L
4731 5.6  -24.4  30.0 0 |
5791 5.6  -24.4  30.0 0 ir
6890 2.8  -17.2  20.0 0 §ﬁ
7438 2.6 -7.4  10.0 0 i
9289 .6 -29.4 30.0 0 fi
* 9526 0.0 ~22.4  22.4 o }i
9882 -9  -11.9  11.0 0 f”
10905 -3.9  -12.9 9.0 0 '
11526 -5.3 -8.2 2.9  RIME LIGHT 33 ‘;
11723 -3.1 -4.1 1.0 RIME MODERATE 51 {
13072 -4.1 -5.5 1.4  RIME MODERATE 33 ;
14958 -8.1 9.0 .9 MIXED MODERATE a1 |
18502 -12.5  -13.7 1.2 RIME MODERATE 19 ;
23968 -24.1  =27.2 3.1  RIME LIGHT 11 !

* INTERPOLATED FREEZING LEVEL

McIDAS provided verification data for a project by the Rome Air
Development Center (RADC/ET). This study examined the anomalous prop-

agation of microwave signals due to atmospheric refractive gradients.

A modified McIDAS software program, using upper air data from the Albany,

NY and Chatham, MA radiosonde stations, provided the verification data

(Fig. 3 and Table 2),
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TABLE 2,

984
944
922
908
876
861
850
844
814
78!
755
727
700
674
660
649
634
626
612
601
587
555
539
515
500
493
473
419
400
385
369
361
311
300
250
200
159
150
132
127
117
100

AFGL in November.
the period November 1981 - January 1982.
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-7.5
-10.3
-11.9
-11.7
-11.9
-12.6
-14.6
-20.9
-23.3
-24.9
-26.9
-28.1
-36.4
-38.5
-48.9
~59.3
-69.1
-70.5
-70.9
-66.9
-67.4
-68.7

011200

RADIOSONDE DATA LISTING.

=N WO N0 m N D

SCULONDNULOOBKION®D

070003
115009
135013
148015
180023
188024
195025
120025
210025
215024
215022
220020
225019
235023
237023
240023
241022
241022
243021
245019
245019
245020
245020
245020
245019
245018
250017
275017
270020
260022
250026
251026
260031
260033
260048
255051
263049
265048
270042
271040
275036
270030

281
609
802
926
1219
1364
1471
1524
1829
2134
2439
2743
3058
3353
3529
3658
3848
3948
4126
4268
4453
4878
5111
5460
5687
5792
6097
7012
7357
7621
7926
8101
9146
9400
10624
12054
13456
13803
14561
14792
15243
16229

The GOES Research Rapid Scan Winter Storm project was initiated by
It calls for five winter storm research days during

During the first storm research

day the eastern GOES satellite went into a seven-minute scan mode; that
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is, it transmitted eight images in one hour instead of the normal two.
Areal coverage of the imagery ranged from 10o N to 80° N latitude,
roughly the North American continent.

The rapid scan satellite transmissions were recorded on the MciDAS
archive system. The area of interest was then stripped off and stored on

magnetic tape for future display and analysis.

B. HARDWARE ACQUISITION AND ENHANCEMENT

The process for storing TV images in MCIDAS used to display satel-
lite imagery was changed in 198l1. 1In the previous system, the image data
flowed from the host computer to a fast storage system where the digital
picture was converted into an analog signal and sent to the analog disk
for storage. When played back for display, the picture left the video
disk as an analog signal, entered a high speed analog to digital converter
where it was converted back to a digital image. The digital data were
then sent to the red, green and blue enhancement drawers. After enliance-
ment the signal was converted to a standard RGB analog signal and sent to
the video monitors for display. The conversions from digital to analog
and back again contributed to picture degradation.

The new system, installed in June, is the Digital Video Storage Sys-
tem (DVSS) manufactured by Idetik Corporation of Wisconsin. This system
stores the image as sent by the satellite, in digital format, thus elim-
inating the digital to analog conversion. The system is composed of: a
Harris channel interface card, two V ram cards, two timing and control
cards, two DVSS cards, two 86/12 processor cards with on-board memory, two
XY logic disk controller cards, and two CDC 80 megabyte Winchester disks.

The DVSS has not only enhanced picture quality but has also increased
the picture storage volume from 260 frames per terminal to 400 frames per
terminal. The DVSS was installed in parallel configuration with the old
analog system as a back-up. Because of the different timing outputs of
the DVSS, a channel interface circuit was designed to accommodate the sig-
nal going into the timing drawer for Terminal 21, Also designed into this
circuit was an interlacing capability; that is, displaying two channels
simultaneously.

Another component purchased from and installed by Idetik Corporation

was a VAS ° ame synchronizer. This unit is a sophisticated satellite in-
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formation processing device used in systems receiving Mode A and Mode AA

transmission formats. It is designed to perform major and minor frame
synchronization on stretched visible and infrared (VISSR on Mode A) and
VISSR atmospheric sounder (VAS, or Mode AA) data from the new GOES satel-
lites. The following circuitry cards are in the system: Mode A frame
synchronizer, Mode AA frame synchronizer, bhit error rate and line count
card, GOES satellite data simulator card, Intel 86,12 single board com-~
puter, average and ingest card, and a Multibus/Harris channel interface
card. When the McIDAS data ingest and handling software is revised, the
frame synchronizer will be fully operational.

To increase McIDAS operational reliability two new electronic cir-
cuits were designed and installed. A Texas Instruments Silent 700 elec-
tronic data terminal was integrated into the system for use as back-up
for the McIDAS teletype terminal. This terminal is essential for commun-
ication between the McIDAS operating system and the user. The interface
circuit, designed by Richard Lynch (AFGL), can accommodate any standard
R$5232 terminal with a 110 baud rate. The other circuit installed is a
relay switching panel designed to reverse the controls of the two inter-
active consoles. Using coaxial relays, the switching panel reverses all
RS232 lines and cables to and from the joysticks and color monitors.

This permits what is displayed on one terminal to be viewed on the other.
Again, this is a back-up measure should either of the terminals fail.

During the year the elevation motor for the McIDAS antenna malfunc-
tioned. When the motor was sent to the manufacturer's maintenance center
for regairs, it was decided to overhaul both the antenna elevation and
azimuth drive assemblies. A new motor was installed in the azimuth axis,
all drive and tachometer belts were replaced, and all gears were lubri-
cated. The overhaul was performed by personnel from Scientific-Atlanta.

The Data Products line printer was replaced in May with a new print-
er that is quieter and faster (300 lpm as opposed to 200 lpm) than its

predecessor.

C. SOFTWARE DOCUMENTATION

Most programs written for the AFGL McIDAS facility rely heavily on
pre-existing subroutines and functions that are on disk in the form of

library modules. A main library and seven specialized libraries exist in
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the system. The main library, LL, contains a wide variety of support
routines for functions ranging from input/output to number conversions.
The specialized libraries deal with the areas of graphics, nowcasting,
navigation, WINDCO, real-time radar, manually digitized radar, and gen-
eral data management. Documentation of the subprograms within these
libraries was at best sparse, consisting of occasional comment cards in
a small percentage of the routines.

SASC completed documentation of the graphics library, GRALIB. For
each of the 58 modules within GRALIB, the type of subprogram, calling
sequence, and description of the arguments were documented. Any addition-
al insights into use of the routines were also noted, such as files ac-
cessed, variable types, and other statements that may be helpful. A major
index of all graphics library modules was also compiled, giving the name

of each routine and a short description of its purpose.
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A. WIND RETRIEVAL
I. Introduction

Several methods for retrieving winds from single-Doppler radar have
been proposed. Browning and Wexler (1968)l and wWaldteufel and Corbin
(1979)2 presented several such technigues which depend upon linearity

of the wind velocity components and resolve the wind over large areas.

various storm and echo tracking schemes have also been precsented (e.j.,

——

Crane, 19793, and Bjerkaas and Forsyth, 19794). Rinehart (1979)5 and
Smythe (1981)6 presented techniques which give local estimates of ti.
wind over much s.aller areas by seeking smaller-scale patterns in reflec-
tivity fields using correlation. Smythe (1981) also investigated the

feasibility of tracking small-scale perturbations in Doppler radial ve-

locity fields to estimate the horizontal wind and produced favorable re-
sults when these winds were compared with winds synthesized from two
Doppler radars. This report is a continuation of the study of Smythe
(1981).

I1. Discussion

The algorithm of Smythe (1981) was modified to increase its effi-
ciency in an attempt to meet AFGL requirements for real-time applications.

Correlatian coefficients were computed using the equation

1. Browning, K. A., and R. Wexler, 1968: The determination of kinematic
properties of a wind field using Doppler radar. J. Appl. Meteor., 7,
105-113,

2. Waldteufel, P., and H. Corbin, 1979: On the analysis of single Doppler
radar data. J. Appl. Meteor., 18, 532-542.

3. Crane, R. K., 1979: Automatic cell detection and tracking. I1EEE Trans.
Geoscience Electronics, GE-17, 250-262.

4. Bjerkaas, C. L., and D. E. Fcrsyth, 1979: Operational test of a three-
dimensional echo tracking program, Preprints, 19th Conference on Radar
Meteorology (Miami Beach), AMS, Boston, 244-247,

S. Rinehart, R. E., 1579: Internal storm motions from a single non-Doppler
weather radar. NCAR/TN-146+STR.

6. Smythe, G. R., 1981: Correlation of Doppler-radar velocities and reflec-
tivities with application to retrieving the transverse wind. Cooperative
Institute for Mesoscale Meteorological Studies, Report No. 4, 72 pp.
(Available from Cooperative Institute for Mesoscale Meteorological Studies,
815 Jenkins St., Norman, OK 73019.)
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where r is the coefficient of cross-correlation, the xi's and yi's are
either reflectivity or pulse pair velocity estimates for each pulse vol-
ume in the regions correlated, and N is the number of samples available,
as some data might have been removed due to various editing criteria.
Doppler velocities were averaged over the correlation region (array) of
the first scan. This average was used to find a first-guess approxima-
tion of the radial displacement of the region at a later time. Data (re-
flectivity or velocity) were then lagged azimuthally to search for a cor-
relation maximum. Fig. 1 shows an example of the first-guess displace-
ment (D), the array of the first scan (hatched area), and the region of
the second scan (between dashed curves) over which the initial array was
lagged and correlated.

Several software versions of the wind retrieval algorithm were writ-
ten, two of which were hybrids consisting of both Assembler and Fortran
statements. Portions of the programs were timed and the tightest loops
were recoded from Fortran to Assembler. In these loops floating point
arithmetic was changed to halfword arithmetic. Also, register operations
were used extensively. Excessive iterations through unnecessary time-
consuming code were thus avoided.

Using the hybrids it was found that the time required to analyze an
area of dimensions 40 km x 40° (which is large enough to cover a thunder-
storm) was approximately 140 s on the Interdata 7/32 minicomputer. Although
the software was not tested on the Perkin-Elmer (P-E) 3242, run-time should
be less than one-third of the present run-time. This would then allow a
real-time analysis of six levels within the volume of the storm.

Features not coded in the original programs were added. Those features
included the flagging, before processing, of arrays containing high per-
centages of low signal data, thus distinguishing areas of storm (strong
echo return) from weak signal. The code was also modified to accommodate

reflectivity and velocity data staggered at different range gate intervals
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= 150m, As = 300m) .

As (e.q., bs reflectivity

velocity
Shown in Fig. 2 are correlation coefficients computed from data col-
lected May 2, 1978, at 0.6o elevation in Oklahoma. The coefficients were
obtained from correlating reflectivity and lagging in intervals of 0.6o
azimuthally and 300m radially about the first-quess approximation of the
radial displacement. The temporal lag was about 6% min. Comparable
maxima 1n orrelation coefticients are at lags -8 and +6. In this
example ine structure of the field appears to be wave-like. Fig. 3 il-

lustrates this wave structure also. Smythe (1981) showed that this type

of structure can obscure the true maximum and produce spurious results.
Further investigation is required to identify these features and deter-
mine causal mechanisms,

Fig. 4 depicts a wind field reconstructed from May 2, 1978 data col-
lected at 0.7O elevation, for which 3 km x 4° correlation arrays were
used. Light ends of arrows correspond to arrowheads. Shown is a gust
front marking the leading edge of cold air outflow ahead of a storm ad-
vancing toward the radar. Convergence is clearly evident.

An algorithm for reducing effects of range ambiguities in velocity

PP NS U VR,

data was also added. 1If the pulse width of reflectivity were expanded

to double the width of velocity sampling, then velocity values can be as-
signed to their respective trips. Reflectivity (power) values at range

R were compared with values at range 2R, If the difference in power was ;
greater than 7 4B the range with the larger power was assigned the velo-

city value, the other was flagged. 1If the difference was less than 7 dB

neither range was assigned a velocity value. |
Aanother approach to the problem is to use two elevations in the anal-

ysis. It was thought that by this approach a data volume might be recog- ;

nized more readily than if only one level were used. This could also 5

lead to reconstructing three-dimensional winds. A program to do this an- l

alysis was coded but not tested. |

At the end of the contract period cases of April 28, 1978 and april 10,

1979 were being examined. In the 1978 case data were collected in volume
scan mode with full plan position indicators (PPI's), so scans at the same

level were about six minutes apart. However, in the 1979 case data were
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collected at 0.5°, SO scans were approximateiy one minute apart. The 1979
data, collected by the National Severe Storms Laboratory (NSSL) but ob-
tained through the courtesy of the National Center for Atmospheric Re-~
search, include dual-Doppler data. For the other cases no dual radar data
were available for comparisons.

Since the NSSL data were packed into six-bit words, it was necessary
to write software to upack these data so that they would conform to the
32-bit word format of the AFGL P-E computers. This software was combined
with editing software.

For analyses of the April 28, 1978 and April 10, 1979 data the algor-
ithm of Smythe (198l1) was changed so the the range of uncertainty about
the first-quess range displacement was not fixed for each correlation ar-
ray but instead was allowed to vary according to the standard deviation
of level of confidence limits about the mean velocity. Preliminary re-

sults of testing were encouraging.
B. REAL-TIME STORM CELL DETECTION AND TRACKING

SASC continued its efforts to develop a real-time software technique
for the detection and tracking of significant storm cells by reducing the
running time of the processing algorithm originally developed by Crane
(1979). It extracts the essential information required to describe the
organization, development, and motion of the storm system. This informa-
tion includes the characteristics of the active cells within the storm
system, the clusters of cells, the fixed-threshold contours or echo re-
gions that encompass the cells, and the complexes of echo regions that
comprise the storm system. The algorithm was modified in 1979 for use on
the Interdata 7/32 on-site computer at AFGL.

The original software includes one main program, nine subroutines,
and one data block. The main program and the data acquisition subrou-
tine are written in a mixed mode of Fortran and assembler; other subrou-
tines are written in Fortran. The software is designed to collect raw
weather radar data, decode, perform the necessary data extraction, and
provide these data for later analysis. To make this system real-time
the data must be gathered, processed, and stored quickly enough to re-
ceive the next set of input.

The data processing scheme is shown in Fig. 5., The data decoding

and conversion processing routine in the data acquisition subroutine is
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Loop through Volume Scans

Loop through Azimuth Scans
(Fixed Elevation)

Loop through Azimuths
(Single Radial) (Ex. 1-448)

Read Raw Data

Loop through Range Cells
{Ex. 1-768)

Decode and Calibrate Data

Identify Analysis Regions
and
Establish Contours for Plotting

Detect Cells within Analysis Regions

i |
—1

Relate Cells and Compute Tracks fcr Each

Compute Volume Cell Attributes, including Track

t

Write Attributes to Disk and Printer

Frig. 5. Overall Processing Scheme.
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the most time-critical process. For instance, if there are 768 range
cells per radial and the azimuthal difference (A0) is 0.8 degree, this
routine needs to be iterated more than 300,000 times. Event . .ilcula-
tion and referenced peak calculation routines are next most pressing

in the time constraint problem. They have to be run over 400 times per
azimuth scan if the azimuthal difference is 0.8 degree.

Since assembly language is capable of using registers directly for
central processor unit (CPU) execution, it is more efficient in bit man-
ipulation and addressing calculation, which are the important steps in
reducing CPU execution time. The conversion and decoding processing
routine and event calculation routine were therefore rewritten into as-
sembly language. In addition, the conversion algorithm from bit-count to
dBZ was optimized. These modifications saved more than 50 sec per azi-
muth scan.

On the other hand, assembler is hard to maintain and needs more de-
bugging time. Also, a mixed mode of Fortran and assembler needs extra
housekeeping time for interchange between the two different languages.
Therefore the Fortran code was optimized in the referenced peak calcu-
lecion subroutine.

April 30, 1978 data were employed to test these modifications. The
output of the post mission (1979) program was used as the standard.
Timing analysis of the modified version of the tracking program showed
that the average processing time for each azimuth scan on the Interdata
7/32 is about 47 sec, which is close to the requirement for real-time
operation (40 sec).

However, a problem was detected with the post mission output: the
same program, using identical input data, on successive runs on the Inter-
data 7/32 minicomputer produced two different outputs. Results for one
run are shown in Fig. 6, which is a plan view of the centroids of the
cells detected by the software. On a subsequent run the four cells ident-
ified by arrows were not detected at those locations. 1Instead, I»our cells
were detected at large distances north or south (off-scale on the plot),
where none had been previously detected. The source of this oroblem has
not been identified. As a consequence, use of the post mission program
as a standard must be questioned. There is, however, agreement among the

the results shown in Fig. 6, the results from an earlier run made with
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the same program, and the results from the current modified program. This

consistency suggests that the changes incorporated in the modified ver- "

sion are valid but that the two programs may share a common problem.
C. TURBULENCE MEASUREMENTS

Several tasks were undertaken in support of AFGL's Wallops Island ]

turbulence project. A program was written to read data from fourteen-

track tape via the pulse-~-pair recorder interface and write the data to
nine-track tape. Several nine-track data tapes were prepared for future
use in non-real-time analyses. Coding of software for unpacking raw data
into 16-bit halfwords was begun. Also, writing of a program tc produce 4

B-scans of data was begun. :

A study based on techniques proposed by Atlas and Srivastava (1969)'
and Serafin (1972)8 was initiated. Implementation of these techniques
would permit estimation of eddy dissipation rates by incoherent (non-Dop-

pler) radar.

7. Atlas, D., and R, C. Srivastava, 1969: A method for radar turbulence
detection. Laboratory for Atmospheric Probing, Tech. Report No. 15,
University of Chicago.

8. Serafin, R. J., 1972: Radar measurement of the atmospheric turbulence
structure function. Laboratory for Atmospheric Probing, Tech. Report
No. 26, University of Chicago.
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